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Abstract

Although there is growing interest in the neural foundations of aesthetic expe-
rience, it remains unclear how particular mental subsystems (e.g. perceptual,
affective and cognitive) are involved in different types of aesthetic judgements.
Here, we use fMRI to investigate the involvement of different neural networks
during aesthetic judgements of visual artworks with implied motion cues.
First, a behavioural experiment (N = 45) confirmed a preference for paintings
with implied motion over static cues. Subsequently, in a preregistered fMRI
experiment (N = 27), participants made aesthetic and motion judgements
towards paintings representing human bodies in dynamic and static postures.
Using functional region-of-interest and Bayesian multilevel modelling
approaches, we provide no compelling evidence for unique sensitivity within
or between neural systems associated with body perception, motion and affec-
tive processing during the aesthetic evaluation of paintings with implied
motion. However, we show suggestive evidence that motion and body-selective
systems may integrate signals via functional connections with a separate neu-
ral network in dorsal parietal cortex, which may act as a relay or integration
site. Our findings clarify the roles of basic visual and affective brain circuitry
in evaluating a central aesthetic feature—implied motion—while also pointing
towards promising future research directions, which involve modelling
aesthetic preferences as hierarchical interplay between visual and affective
circuits and integration processes in frontoparietal cortex.
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Abbreviations: ACC, anterior cingulate cortex; AE, aesthetic 1 |

INTRODUCTION

evaluation; AntIns, anterior insula; EBA, extrastriate body area; fMRI,

functional magnetic resonance imaging; fROI, functional region of
interest; IM, implied motion; LOO, leave-one-out cross-validation;
mOFC, medial orbitofrontal cortex; MT, middle temporal area; PPI,
psychophysiological interaction; PSC, percent signal change.

The ability to experience the aesthetic qualities of art rep-
resents a fundamental characteristic of human cognition.
For millennia, questions concerning art and aesthetic
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experiences have been debated (Bell, 1914;
Collingwood, 1958; Danto, 1964; Else, 1938) and continue
to drive real-life behaviour via attendance to museums,
galleries and live performances. Neuroaesthetics research
has identified the involvement of widespread brain
networks spanning visual, motor, affective and cognitive
information processing units during aesthetic judgements
(Boccia et al., 2016; Brown et al., 2011; Cattaneo, 2019,
2020; Chatterjee, 2003; Chatterjee & Vartanian, 2016;
Garcia-Prieto et al., 2016; Kirsch et al.,, 2016; Pearce
et al., 2016). However, current understanding of how the
brain constructs aesthetic experiences is in its infancy.
For example, it remains unclear which types of mental
subsystems (e.g. perceptual, affective and cognitive) are
involved in different types of aesthetic appreciation, as
well as how information is integrated across different
subsystems to generate aesthetic judgements. The current
project extends current understanding of aesthetic judge-
ments by harnessing advances in human neuroimaging
techniques that are more optimally designed to assess the
division of labour between, as well as the integration
across, distinct information processing units.

Neuroaesthetics  research  has  focussed on
deconstructing features of visual art, such as form,
colour, symmetry, complexity, luminance and contrast
(Bar & Neta, 2006; Bona et al., 2015; Graham et al., 2016;
Hayn-Leichsenring et al., 2020; Iigaya et al., 2021;
Jacobsen et al., 2006; Jacobsen & Hofel, 2003; Nadal
et al.,, 2010; Palmer & Schloss, 2010; Van Geert &
Wagemans, 2019; Vartanian et al., 2013). Although many
different visual features of art have been studied from a
neuroscientific perspective, it is maybe surprising that
implied motion has only received limited attention
(Di Dio et al, 2016; Kim & Blake, 2007; Thakral
et al., 2012).

Traditionally, artists have used different form and line
cues, such as stroboscopic effects, broken symmetry or
action lines to successfully evoke motion in static images
(Cutting, 2002). Art theorists have supported the idea that
motion cues in visual art might be particularly salient
and engaging and therefore inextricably linked to
aesthetic appreciation (Arnheim, 1950). In addition,
Gombrich (1964) and (Wo6lfflin, 1942/2012) have pointed
out that the discovery of motion cues in visual art shaped
standards in art production and art perception and
contributed to an art styles’ definitional features. An
illustration of typical implied motion cues used in visual
art to is provided below (Figure 1).

Implied motion cues represent a useful target of study
from a neuroscientific perspective because of the well-
developed understanding of how sensitivity to implied
motion is organised in the visual system. In non-human
animals, as well as humans, observing moving visual

stimuli engages a brain region in posterior lateral
occipitotemporal cortex, which is known as middle tem-
poral area (MT) (Beauchamp et al., 2002; Maunsell &
Van Essen, 1983; Zeki, 1974). Static images with implied
motion cues are also able to create the illusory perception
of motion while also engaging the same cortical region of
MT (Kourtzi & Kanwisher, 2000; Lorteije et al., 2006;
Osaka et al., 2010; Senior et al., 2000). Moreover, research
has demonstrated that art images that imply dynamics
tend to be judged as more aesthetically pleasing than
static art images (Di Dio et al., 2016; Massaro et al., 2012;
Mastandrea & Umilta, 2016), which further reinforces
the utility of implied motion cues as a model system to
study.

Alongside motion cues, much of the history of art has
been dedicated to the human figure (Berger, 1972;
Clark, 1984), with the representation of a human figure
in dynamic postures playing a central role in visual art
expression (Adler & Pointon, 1993; Barasch, 1991;
Flynn, 1998). Related human neuroscience research has
shown that dedicated patches of occipitotemporal cortex
and fusiform gyri respond more when individuals are
shown images of bodies compared with non-body stimuli,
such as houses or chairs (Downing & Peelen, 2011). The
region in occipitotemporal cortex is known as extrastriate
body area (EBA), due to its role in body-part processing.

Although implied motion cues appear well placed as
a target of study in neuroaesthetics, only a few neurosci-
entific investigations of implied motion cues have been
undertaken to date (Di Dio et al., 2016; Kim &
Blake, 2007; Thakral et al., 2012). The findings so far
regarding the role of brain area MT in aesthetic judge-
ments have been mixed. Thakral et al. (2012) showed that
motion-selective area MT was involved in processing
implied motion cues but that it did not contribute to
aesthetic appreciation of such cues. In contrast, Di Dio
et al. (2016) found that a brain area in occipitotemporal
cortex, which was presumed to be MT, was sensitive to
the aesthetic judgements based on implied motion. Kim
and Blake (2007) also showed that MT responded to aes-
thetic judgements based on implied motion cues, but
only in a small number of participants (five per group)
and only in those with prior art experience. Moreover, in
the Kim and Blake (2007) study, motion cues and
aesthetic preference covaried, such that it is impossible to
disentangle the two influences on MT.

On balance, therefore, there is suggestive but mixed
evidence for the claim that elementary visual processing
units, such as MT, are involved in aesthetic appreciation
of art. Indeed, the most comprehensive study to date in
terms of sample size and the use of control conditions did
not functionally define MT as a region of interest, which
makes claims regarding functional specificity difficult
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(a) (b) (c)
FIGURE 1 Examples of motion cues used in art. (a) Extreme contrapposto: Discus Thrower by Giovanni Battista Piranesi, 18th century.

(b) Action lines: The Great Wave off Kanagawa by Katsushika Hokusai (1831). (c) Stroboscopic effects: Girl running on a balcony by Giacomo

Balla (1912)

(Di Dio et al., 2016). Moreover, given recent concerns
over questionable research practices and low levels of
reproducibility in psychology and neuroscience (Button
et al., 2013; Open Science Collaboration, 2015; Simmons
et al., 2011), the current quality of evidence is only able
to provide a weak foundation for a cumulative science of
neuroaesthetics to develop. Therefore, it may be prudent
for the field to develop a firm footing via more robust
methodological approaches and embracing the credibility
revolution (Ramsey, 2020; Vazire, 2018). Via the adoption
of open science practices (e.g. preregistration and open
data), as well as using more robust methods to estimate
effect sizes across participants, one contribution of the
current work, therefore, is to provide a more credible
platform for future studies to build upon.

Although many visual features of art undoubtedly
contribute to aesthetic preferences, the visual system
alone cannot provide a complete understanding of the
biological bases of how such judgements are constructed.
Brain circuits associated with reward and pleasure are
likely to be involved, because the experience of art
has been described as pleasurable and gratifying
(Dutton, 2009). In support of this view, human neurosci-
ence experiments have shown that aesthetic judgements
are linked to greater activation of brain networks associ-
ated with reward processing (Boccia et al., 2016; Brown
et al., 2011; Di Dio & Vittorio, 2009; Kirsch et al., 2016).
The reward brain network is known to be engaged in
processing hedonic experiences and consists of the
ventral striatum, interconnected with medial prefrontal
and orbitofrontal cortex, the amygdala, anterior cingulate
cortex and insular cortex (Berridge et al., 2009). What is

less clear currently is how signals from reward circuits
and the visual systems are integrated during the
construction of aesthetic judgements.

The current state of understanding in neuroaesthetics
is limited by the modal method and approach used,
which relies on fMRI and whole-brain mapping
approaches. Whole-brain mapping approaches are useful
to identify the involvement of large-scale networks, but
they make it difficult to support strong claims about the
functional regions identified in response to a task. More-
over, studies typically rely on ‘reverse inference’,
whereby engagement of a given region is taken as evi-
dence for a particular cognitive process (Poldrack, 2006).
Such approaches suffer from poor functional specificity,
and it is unclear to what extent specific functional
regions are engaged by particular processes. For example,
claims regarding the role of frontoparietal cortex
in ‘mirroring’ processes, as well as a role for MT in
sensitivity to motion and aesthetic preferences (Di Dio
et al., 2016), could equally easily be explained by
processing demands that are not specific to aesthetic
evaluations such as attention.

For a deeper understanding of the links between the
aesthetic experience and mental structure, steps are
required that move beyond a reliance on reverse
inference approaches. In the current work, we do so by
demonstrating functional specialisation through a
functional region-of-interest (fROI) approach. fROI
approaches using novel analytical pipelines have been
developed to standardise the approach to minimised sub-
jectivity while optimising sensitivity (Julian et al., 2012;
Nieto-Castafion & Fedorenko, 2012). fROI approaches,
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therefore, are a powerful way to assess the division of
labour in information processing by first identifying
functional units and then testing how they respond
during a task of interest, such as aesthetic judgements.

A further general limitation of the modal fMRI
approach to studying aesthetic judgements has been the
dominance of univariate methods. Univariate analyses
measure the average activity across a set of contiguous
voxels in a given brain region. Given the complexity of
aesthetic judgements, there is a need, therefore, to move
into multivariate space (Kriegeskorte, 2009; Norman
et al., 2006). Some neuroaesthetics work has started to
approach questions using multivariate classifiers (Iligaya
et al, 2021). More generally, human neuroscience
research on functional integration or how multiple brain
systems interact with one another for a given process
(Bullmore & Sporns, 2009; Park & Friston, 2013) is partic-
ularly relevant here because we want to estimate how
and when signals from distinct circuits are integrated in
the process of constructing an aesthetic judgement.

Across two experiments, we aim to provide a more
comprehensive and fine-grained assessment of the cogni-
tive and neurobiological architecture that underpins the
aesthetic judgement of visual art. Specifically, we focus
on aesthetic judgements of implied motion cues due to
the long history of interest in motion cues in aesthetics
generally, and the tractable properties that implied
motion cues provide from a human neuroscience
perspective. First, we use behavioural measures to
investigate the various factors that impact aesthetic
appreciation. Second, to gain a deeper insight into the
functional organisation of brain circuits, we use fMRI
techniques that are more optimally designed to study the
division of labour between distinct component processors
(functional segregation), as well as the integration of
signals across component processors (functional integra-
tion). Our experimental design permits comparison of
stimulus features (Dynamic > Static), as well as task
conditions, whereby we compare aesthetic judgements
with judgements of implied motion and a control task.

2 | EXPERIMENT1

2.1 | Introduction

There were three main reasons for running a separate
behavioural experiment prior to the fMRI experiment.
First, we wanted to validate the stimuli that we would
later use during scanning by confirming that aesthetic
appreciation is affected by various factors, such as famil-
iarity, perceived dynamism and how evocative the art-
works are in conveying a meaning (Biederman &

Vessel, 2006; Cutting, 2002, 2003; Kemp &
Cupchik, 2007; Leder et al., 2014; Mastandrea &
Umilta, 2016). Second, we wanted to be able select stim-
uli that would be most effective at achieving our research
aims. Third, we wanted to include a wider set of stimuli
and types of judgements than would be possible during
scanning (due to time constraints) in order to more fully
characterise the relationship between implied motion
cues and perceptual inferences. More specifically, we
wanted to address two questions in the behavioural
experiment: (1) To what extent do implied motion cues
impact judgements of artworks across a range of
dimensions including aesthetic appreciation, perceived
dynamism, familiarity and evocativeness? (2) To what
extent do implied motion cues influence aesthetic
judgements when accounting for other factors such as
familiarity and evocativeness?

2.2 | Materials and methods

2.2.1 | Participants

Forty-five participants completed the behavioural experi-
ment (31 females, M,z = 20.73 years, SD,o. = 4.83).
Participants received course credit or monetary compen-
sation (£6). They gave informed consent before starting
the experiment, and all procedures were approved by the
Research Ethics and Governance Committee of the
School of Psychology at Bangor University.

222 | Preregistration

We chose not to preregister the behavioural experiment
because it primarily served to confirm our expectations
based on prior work and provide a means to select
stimuli for the fMRI component of the study. Therefore,
it served a preparatory rather than confirmatory function.
Consequently, we felt that the preregistration was more
vital for the fMRI study than the behavioural study. For
the fMRI component of the study (Experiment 2), we
preregistered our primary research questions, analyses,
data collection stopping rule and any exclusion criteria
prior to embarking with data collection (https://
aspredicted.org/qr75g.pdf).

We largely adhered to our preregistration commit-
ments, with one notable exception, which we justify here.
Our primary preregistered analytical approach involved
the use of repeated measures ANOVA and subsequent
paired comparisons. However, a well-documented weak-
ness of such an approach is that it ignores the hierarchi-
cal or multilevel nature of the data (Barr et al., 2013). As
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such, we chose to adopt a more complex modelling
approach that could accommodate the multilevel struc-
ture of our data (Barr et al., 2013; Yarkoni, 2020). Impor-
tantly, we still test the same preregistered directional
predictions, but we do so in a more comprehensive
statistical manner. For completeness, we also calculate
our preregistered analyses and make the results from all
analyses available in supplementary materials, as well as
online (see next section on open data and analyses). For
both experiments, we use the same general analytical
and modelling approach.

2.2.3 | Open data and analysis statement

In line with open science initiatives (Munafo et al., 2017),
all the raw data for behavioural and fROI analyses are
freely available on the Open Science Framework (https://
osf.io/x5d2g/). We also include our analysis scripts that
are associated with thes analyses. We provide all the art
stimuli used on both behavioural and fMRI experiments
that are not protected by copyright. Finally, we include
the whole-brain t-maps on NeuroVault.org. By providing
the data online, we facilitate other researchers to pursue
more exploratory analyses or examine alternative
hypotheses.

2.2.4 | General analytical strategy

Wherever possible, we performed data analyses in the R
programming language (R Core Team, 2020). Our general
analysis strategy followed a Bayesian estimation
approach to multilevel modelling (McElreath, 2020). The
basic logic is to estimate parameters of interest in multi-
level models and perform model comparison between
simpler and more complex models. One advantage of a
Bayesian estimation approach is that it naturally encour-
ages consideration of uncertainty regarding inferences
because the key result is the complete posterior
distribution, rather than a point estimate (Kruschke &
Liddell, 2018; McElreath, 2020).

More specifically, we followed a recent translation of
McElreath’s (2020) general principles into a different set
of tools (Kurz, 2020). As such, we use the Bayesian
modelling package ‘brms’ to run multilevel models
(Biirkner, 2017, 2018). brms operates as front-end pack-
age for the Stan programming suite (Carpenter
et al,, 2017) and uses the same syntax as the popular
‘Ime4’ package for estimating multilevel levels in a
frequentist framework (Bates et al., 2015). Furthermore,
our general data workflow follows the ‘tidyverse’ princi-
ples (Wickham & Grolemund, 2016), and we generate

plots using the associated data plotting package ‘ggplot2’,
as well as the ‘tidybayes’ package (Kay, 2020).

22,5 | Stimuli

An initial stimuli database contained 80 images of repre-
sentational paintings depicting either natural landscapes
(40 images) or full human bodies (40 images). The images
were characterised by a realistic pictorial style and were
selected considering 19th- to 20th-century European and
American art, as historical reference. These images were
gathered from various websites, including WikiArt and
Wikimedia Commons, and from web-based art galleries.
Each category (landscape or human) was split further
into static and dynamic by selecting stimuli with or
without a clear sense of implied motion. Therefore, the
stimuli fell into one of four different categories within a
2 (painting type: landscape or human) by 2 (dynamism:
static vs. dynamic) factorial design.

2.2.6 | Task and procedure

The experimental rating task was produced in PsyToolkit
(Stoet, 2010, 2017). The task involved participants rating
80 art images on four dimensions: familiarity, implied
motion, aesthetic evaluation and evocativeness. All
ratings were assessed on a 5-point Likert scale (1-5; not
at all to extremely). On each trial, participants were
presented with an art image, which remained on-screen
until the participant made a rating response to all of the
four questions using a computer mouse (Figure 2).
Overall, the rating task had 80 trials. The trials were
completely randomised, whereas the order of the ques-
tions within each trial was fixed. The experiment was
performed in one laboratory-based session that lasted
approximately 30 min.

2.2.7 | Data analysis

Given that the dependent variable (DV) is an ordered cat-
egory (a 1-5 rating scale), we used ordinal regression. We
ran two different types of ordinal regression model—one
for each question of interest. First, we ran a multivariate
model, which included all four DVs. This model
addressed the extent to which experimental factors
within our design influenced each DV. Second, we ran a
univariate model, which focussed specifically on our pri-
mary DV of interest—aesthetic evaluation. The univari-
ate model addressed the extent to which experimental
factors within our design influenced aesthetic judgements
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Please rate the following

Not at all

Item

Slightly

Neutral

P PP
How familiar is this painting? ®) O O

Very

FIGURE 2
Experiment 1

Example of task trial in

Extremely

O

How dynamic is this painting?

How much do you aesthetically
appreciate this painting?

How evocative (emotional) is this
painting?

O O O
O O O
O O O

OO0 |00

O
O
O

[ Click this button to continue ]

while accounting for the impact of familiarity and
evocativeness.

We consider the multivariate modelling first. We
calculated four multivariate models, which built in com-
plexity. Model 1 was an ‘intercepts only’ model, just so
that we could compare subsequent models that included
predictors of interest to a model without any predictors.
Model 2 included the type of painting as a predictor
(landscape vs. human). Model 3 additionally included the
level of implied motion as a factor (static vs. dynamic).
Model 4 was the full model, which additionally included
the interaction between painting type and motion.
Factors were coded according to a deviation coding style,
where factors sum to zero and the intercept can then be
interpreted as the grand mean and the main effects can
be interpreted similarly to a conventional ANOVA
(http://talklab.psy.gla.ac.uk/tvw/catpred/). As such, both
painting type and motion were coded as —0.5 (landscape/
static) and 0.5 (people/dynamic).

Following the ‘keep it maximal’ approach to multi-
level modelling (Barr et al., 2013), we included the
maximal number of varying effects (or ‘random’ effects
in frequentist language) that the design permitted. As
such, across models with predictors (Models 2-4), varying
intercepts and effects of interest were estimated for
participants, and a varying intercept was included for
stimulus items. We also included covariation between the

four DVs and predictors, by including the |a| term in the
model syntax below.

We set priors using a weakly informative approach
(Gelman, 2006). Weakly informative priors differ from
uniform priors by placing a constrained distribution on
expected results rather leaving all results to be equally
likely (i.e. uniform). They also differ from specific infor-
mative priors, which are far more precisely specified,
because we currently do not have sufficient knowledge to
place more specific constraints on what we expect to find.
We used the probit link in our cumulative models,
which means our priors are specified in a standardised
metric (z-scores). We placed priors for the thresholds
(or intercepts) at zero with a normal distribution of 1.5.
We also allowed thresholds within the model to vary by
stimulus item. The fixed effects or predictors, as well as
the standard deviations, were centred around zero with a
normal distribution of 1. This means that we expect
effects of interest (population effects) to be around zero
more than we do 1 unit of standardised difference. Given
that effects are relatively small in psychology, we felt that
this was reasonable expectation. Also, by using weakly
informative priors, we allow for the possibility of large
effects, should they exist in the data (Gelman, 2006;
Gelman et al, 2013; Gelman & Hill, 2007,
Lemoine, 2019). Moreover, a further advantage of weakly
informative priors is that we would not expect the choice
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of prior, as long as it remained only weakly informative,
to matter too much because the data would dominate the
structure of the posterior distribution.

The brms formula for multivariate model 4 is
specified here:

brm (mvbind (familiarity, dynamism, aesthetic, evocativeness)
| thres(4,gr = item)
~ 1+ type * motion +
(1+ type * motion|a|participant) +

(1Jitem)family = cumulative(“probit”))

Given that aesthetic judgements specifically were our
primary focus, we also ran a univariate model that only
modelled aesthetic responses. Univariate models 1-4 had
the same factorial structure as the multivariate models,
as well as the same maximal varying effects structure.
Model 5 additionally included familiarity ratings as a
covariate in the design. Model 6 additionally included
evocativeness ratings as a covariate in the design. Models
5 and 6, therefore, included predictors that were
ordinal in structure. As such, we included familiarity
and evocativeness as monotonic effects (Biirkner &
Charpentier, 2020). We used the same priors as the multi-
variate model with the addition of monotonic priors for
the two monotonic predictors. The size and direction of
monotonic priors were specified as a normal distribution
(0, 0.2), and the shape of the distribution across adjacent
categories was specified in a uniform manner, as we had
no particular prior expectations (Dirichlet[2,2,2,2]).

Univariate model 6 is specified here:

brm (aesthetic | thres(4, gr =item)
~ 1+mo (familiarity) + mo (evocativeness) + type * motion +
(14 mo (familiarity) + mo (evocativeness)
-+type * motion | participant( +

(1/item)family = cumulative(“probit™)).

We interpreted the output of both model types using
two main approaches. First, whenever possible, we per-
formed model comparison via efficient approximate
leave-one-out cross-validation (LOO; Vehtari et al., 2017).
LOO is a way of estimating how accurately the model
can predict out-of-sample data. Therefore, we took all
models within a particular model type (multivariate or
univariate) and asked how accurate they were at
predicting the out-of-sample data. By doing so, we can

estimate how much increasing model complexity
increases model accuracy. In cases where the efficient
use of LOO was not possible, we used k-fold cross-valida-
tion, which is computationally more demanding and thus
time consuming. Second, we also interpret the posterior
distribution of our key parameters of interest within our
factorial design. By combining model comparison with
an evaluation of parameter estimates, we are able to
make a judgement on how much additional variables add
explanatory value to the model, as well as estimate the
size and precision of our key effects of interest within our
factorial designs, such as the effect of implied motion.

2.3 | Results

Rating data for all four DVs are visualised as a function
of our primary conditions of interest (Figure 3). The over-
all familiarity ratings were low (between 1 and 2 points,
on average), as illustrated in the upper panel of Figure 3.
In addition, the artworks with implied motion cues
conveyed greater dynamism were rated more aestheti-
cally pleasing and more evocative than their static
counterparts.

2.3.1 | Multivariate model results

The multivariate models appeared to mix well across dif-
ferent chains, and the model diagnostics were not con-
cerning, which provides some guide that the models were
functioning in a sensible manner. The same was true for
all of the models across the two experiments. The chains,
R-Hat, and Neff/N values for the full model in each
analysis are available on our Open Science Framework
page (https://osf.io/x5d2g/).

If we look at the model comparison values
(Figure 4a), we can see that as expected all models with
predictors performed better than the intercepts-only
model (Model 1). We can also see that the error bars
overlap across Model 3 and Model 4, indicating that they
perform similarly. In addition, Model 3 and Model 4 per-
form better than Model 2, which only includes the type
of painting (landscape vs. human). Therefore, we can
conclude that adding implied motion as a factor improves
the accuracy of the model (Model 3) but adding the
interaction between painting type and motion (Model 4)
does not.

Furthermore, when interpreting the parameter esti-
mates of interest, we focus on the most complex model
(Model 4). Ilustrated in Figure 4b are the population
(or ‘fixed”) effects from the full model across all four DVs
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FIGURE 3 Experiment 1—rating
judgements by question type and stimulus
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(Table 1). Negative values are a bias towards landscapes
or static images, whereas positive values are a bias
towards paintings with people or implied motion.
Regarding our key factor—the effect of implied motion
across all four DVs—we can see a bias in ratings for
dynamic stimuli in the predicted direction (Figure 4b).
Indeed, the effect of implied motion is largest for motion
ratings and smallest for familiarity ratings, whereas aes-
thetic and evocativeness ratings are in between these two
posts. Therefore, in consensus with our hypotheses and
previous work, these results confirm that the effect of
implied dynamism is largest for motion judgements but
is also present for evocativeness and aesthetic judge-
ments. To complement the population or ‘fixed” effects,
in Supplementary Figure S1, we also visualise estimates
of the varying parameters in the model. As such, we
visualise the extent to which intercepts vary across items
as well as how much the intercepts and population
effects vary across participants. In addition, in Supple-
mentary Figure S2, we plot the fixed effects from the
model in the rating scale units so that the results can be
viewed in the natural metric of points on a scale, as well
as the model parameter units.

2.3.2 | Univariate model results

If we look at the model comparison values (Figure 5a),
we can see that all models with predictors performed

dynémic

better than the intercepts-only model (Model 1). We can
also see that Models 2-5 perform largely equivalently
(in that error bars overlap) with only small differences
between them. Model 6, which is the most complex
model that includes covariates of familiarity and evoca-
tiveness performs better than the other models. There-
fore, we can conclude that adding evocativeness ratings
improves the accuracy of the model.

We now turn to interpret our key parameter estimate,
which is the effect of implied motion. To do so, we dis-
play the parameter estimates across all models with pre-
dictors (Models 2-6; Figure 5b). We can see that the
posterior distribution for the effect of implied motion is
in the expected direction and does not overlap with zero
in Models 3-5. In Model 6, the posterior distribution is
partly overlapping with zero, but the majority of the
distribution is supporting an aesthetic preference for
dynamic over static images. Therefore, implied motion
cues influenced aesthetic evaluations in the manner that
we expected, even when including possible contributions
of evocativeness and familiarity.

2.4 | Discussion

Experiment 1 demonstrated that implied motion cues in
visual artworks influence aesthetic preferences in the
manner that we anticipated, such that motion cues are
perceived as more aesthetically pleasing than static
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FIGURE 4 Experiment 1—multivariate model results. (a) Multivariate model comparison across Models 1-4. (b) Multivariate

parameter estimates for the full model (Model 4) across all four dependent variables. Panel (a) illustrates the multivariate model

comparison—all models performed better than the intercepts-only model. The structure of the multivariate models comprises Model

1, intercepts only; Model 2 includes painting type (landscape vs. human)

as a predictor; Model 3 additionally includes motion type (static

vs. dynamic) as a predictor; model 4 includes all predictors of interest, plus an interaction term between paining type and motion type. Panel
(b) shows the multivariate parameter estimates for fixed effects in the full model across all four dependent variables: familiarity, dynamism,
aesthetic appreciation and evocativeness. Note: In (a), elpd_kfold = expected log pointwise predictive density; kfold = kfold cross-validation;
Error bars = standard error of the mean; in (b), type = type of painting (landscape vs. human); motion = level of implied motion (static

vs. dynamic); type_motion = interaction between type of painting and level of implied motion; Point estimate = median; Error bars
represent 66% quantile intervals (thick black lines) and 95% quantile intervals (thin black lines)

paintings. Further, the effect of implied motion on
aesthetic preferences could not be completely accounted
for by familiarity or evocativeness ratings. Therefore,
these results provided confidence that the chosen stimuli
influence aesthetic preference in the manner that would
be useful to address our neuroscientific questions in
Experiment 2.

3 | EXPERIMENT 2

3.1 | Introduction

Experiment 2 aimed to provide deeper insight into the
functional role of distributed but connected brain regions
in the aesthetic processing of implied motion cues in
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TABLE 1 Experiment 1—multivariate model fixed effects
DV Term Value Lower Upper
Familiarity type 0.04 —0.37 0.46

motion 0.27 —0.10 0.64
type_motion 0.07 —0.61 0.77
Dynamism type 0.04 —0.46 0.53
motion 1.50 0.91 2.07
type_motion —0.54 —1.23 0.14
Aesthetic type —0.36 —0.84 0.13
motion 0.39 0.03 0.75
type_motion —0.20 —0.85 0.45
Evocativeness  type 0.32 —0.16 0.77
motion 0.59 0.22 0.93
type_motion —0.36 —1.03 0.33

Note: Labels for dependent variables and terms are similar to Figure 4. Point
estimates and error bars are expressed as median and median absolute
deviation.

visual art. We used fMRI to investigate the extent to
which perceptual brain regions (EBA, MT) and affective
reward brain regions are involved in aesthetic evaluation
task, implied motion judgments and a control task. In
addition, using a functional connectivity approach, we
examined the extent to which visual seed regions (EBA,
MT) are functionally coupled to regions in the affective
(reward) network across aesthetic evaluation, implied
motion and control tasks. We predicted that EBA and
MT would show higher sensitivity to implied motion cues
when evaluating aesthetics and implied motion. We also
predicted that there would be more functional coupling
between perceptual regions (EBA and MT) and the affec-
tive neural network for the aesthetic than implied motion
evaluations.

3.2 | Materials and methods

3.2.1 | Participants

Twenty-seven participants (M,ge = 22.67 years, SDjge
= 1.62; 17 females) took part in the fMRI study. None of
the participants took part in Experiment 1. All partici-
pants had normal or normal to corrected to normal vision
and received a monetary compensation (£15). They gave
informed consent before starting the experiment. Four
participants were excluded due to excessive movement
(>4 mm) during fMRI scanning. The final sample con-
sisted of 23 participants (14 females, M,z = 22.52 years,
SD,ge = 1.60). All procedures were approved by the

Research Ethics and Governance Committee of the
School of Psychology at Bangor University.

3.2.2 | Stimuli

Due to time constraints during scanning, we chose not
to include landscape and portrait stimuli together. As
such, we chose to simplify the design by only focus-
sing on stimuli depicting humans. Our overarching
research question on the impact of dynamism on aes-
thetic preference could have been answered using
landscapes or portrait stimuli, but because our labora-
tory has more experience studying social cognition and
specifically body perception (e.g. Ramsey, 2018), we
chose to focus on human stimulii We selected
30 paintings from a total of 40 human images. The
stimuli used in this fMRI study consisted of 30 images
of representational paintings depicting one or more
human forms. The bodies could be displaying two pos-
ture types: dynamic postures (15 images) and static
postures (15 images). The images described humans in
either outdoor or indoor scenes. The number of full
body figures present in the images was balanced
between two human bodies (14 images) and three or
more human bodies (16 images). Each image was
785 x 774 pixels in size. For a comprehensive descrip-
tion of the stimuli used in this fMRI study, including
the list of artworks, artists, year of production, and
museum collection, see Supplementary Tables S1 and
S2. Copyright permitting, all the images that we used
are also available on our Open Science Framework
page (https://osf.io/x5d2g/).

All visual stimuli were presented using MATLAB and
PsychToolbox (Brainard, 1997; Pelli, 1997) and were pro-
jected on a computer screen mounted behind the magnet
and observed through a mirror connected to the MR
head coil.

3.2.3 | Design

This study used a repeated measures factorial design.
There were two independent variables: stimuli type (two
levels: dynamic and static) and task (three levels: aes-
thetic evaluation, implied motion and control). The
dependent variable was the blood-oxygen-level-
dependent (BOLD) haemodynamic response in func-
tional regions of interest. Using this design ensured that
we could investigate the extent to which separate func-
tional networks contribute to aesthetic evaluation of art-
works with implied motion.
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FIGURE 5 Experiment 1—univariate (aesthetics-only) model comparison. (a) Univariate model comparison (Models 1-6) on aesthetic
judgements. (b) Univariate parameter estimates across Models 2-6, which contain predictors. Panel (a) illustrates model comparison
performance on aesthetic judgement data—all models performed better that the intercept only model. Models 1-4 had an identical structure
as the multivariate models. Model 5 - additionally including familiarity ratings as a covariate; model 6 - additionally inlcudes evocativeness
ratings as a covariate. Panel (b) shows parameter estimates for fixed effects across univariate (aesthetics) Models 2-6. Note: In (a),

elpd_loo = estimate of the expected log pointwise predictive density; loo = leave-one-out estimated cross-validation; Error bars = standard
error of the mean; in (b), type = type of painting (landscape vs. human); motion = level of implied motion (static vs. dynamic);
type_motion = interaction between type of painting and level of implied motion; familiarity = familiarity as monotonic predictor;
evocativeness = evocativeness as monotonic predictor; Point estimate = median; Error bars represent 66% quantile intervals (thick black
lines) and 95% quantile intervals (thin black lines)
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3.24 | Procedure

The study consisted of one session inside the MRI scan-
ner. All participants completed the MT motion localiser
task and the reward circuit localiser task. We already had
EBA localiser data from a previous fMRI experiment for
15 of the participants, which means only eight partici-
pants completed the body localiser task as part of this
project. Participants also completed the main experimen-
tal task, which was split into three separate scanning
runs, with each run having a different task condition.
The three main experimental task conditions were aes-
thetic evaluation, implied motion and a control task. The
order of the tasks was counterbalanced so that each
participant started with one of the localiser tasks,
interspersed with the three main experimental tasks. For
example, of 23 participants (including the eight partici-
pants for whom we already had the EBA localiser),
13 participants started with the MT motion localiser task,
whereas 10 participants first completed the reward circuit
localiser. The MRI scanning session lasted no more than
1 h. For exploratory purposes, at the end of scanning ses-
sion, participants completed a pen on paper question-
naire to assess their general interest and expertise in art
(Chatterjee et al., 2010). The results are reported in
Supplementary Table S11.

3.2.5 | Functional localisers

MT motion Localiser

To localise motion-selective brain regions (MT), we used
an established task developed by Jiang et al. (2015). The
motion localiser consisted of alternating blocks of moving
dots, stationary dots and fixation. The task comprised
two runs, with each run including 30 10-s blocks. As the
localiser task involved a passive observation, the order of
the conditions was fixed: motion, static and fixation.

The visual stimuli were displayed within a circular
shape (radius 8°) with a fixation cross in a central posi-
tion. In the motion condition, the dots’ speed was of 8°
per second. All presented dots were white on a black
background. Throughout the tasks, the participants were
instructed to fixate at the centre of the screen and pas-
sively observe the visual stimuli. An illustration is pro-
vided below (Figure 6a).

EBA Localiser

To localise body-selective brain regions, we used an
established localiser paradigm (Downing et al., 2007).
The body localiser involves presenting separate 18-s
blocks of human bodies (without heads), chairs, faces
and scenes while using 40 different colour images per

category (size: 400 x 400 pixels). There were 24 trials per
block, each trial duration of 750 msec. At presentation,
each stimulus’s position was jittered at 2° from central
fixation cross. During each block, one stimulus was
repeated twice, and participants were asked to respond
by pressing a button whenever they noticed the same
stimulus repeated (1-back task). An illustration is pro-
vided below (Figure 6b).

Reward network localiser

To define reward-selective brain areas, we created a block
design task that used four different types of stimuli:
positive-valence faces, neutral-valence faces, positive-
valence objects and neutral-valence objects. All stimuli
were previously validated in terms of positive and neutral
valence and were retrieved from established databases
(for faces: DeBruine & Jones, 2017; for objects: Blechert
et al., 2019). All stimuli were equal in size (600 x 450
pixels) presented in a randomised order on a white back-
ground. The localiser consisted of 18-s blocks of 24 trials
of positive faces, neutral faces, positive objects and neu-
tral objects using 40 different colour images per category.
At presentation, each stimulus’s position was jittered at
2° from the central fixation cross. As in EBA body
localiser task, participants had to indicate by pressing a
button whether the same stimulus was repeated twice
(1-back task). All participants were tested on two runs of
this reward localiser task. An illustration is provided
below (Figure 6¢).

3.2.6 | Main experimental tasks

The main experimental tasks consisted of three condi-
tions: aesthetic evaluation (AE), implied motion (IM) and
control. Although not common in neuroaesthetics
research, we introduced a control task to enable a point
of comparison to our experimental tasks and to help dis-
tinguish between the effects of aesthetic judgement and
motion judgement at a behavioural and brain level. As
previously demonstrated, a comparison between control
measurements and the other experimental measurements
increases the reliability of the results (Kirk, 2014). All
participants performed one run of each experimental
task. The order of the tasks was counterbalanced to avoid
performance bias on either of the tasks. Of 23 partici-
pants, eight participants started with the AE task, eight
participants started with the IM task, and seven partici-
pants started with the control task. For each task, 30 art
stimuli (15 dynamic and 15 static) were presented in an
event-related design, with a variable interstimulus inter-
val (ISI) of 4-6 s. The same art stimuli were used for all
three experimental tasks and were presented randomly
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FIGURE 6

Stimuli for the functional localisers and main experimental tasks. Stimuli and trial design for the motion localiser task (a),

the body localiser task (b), the reward network localiser task (c) and the main experimental tasks (d): aesthetic judgement task (i), implied

motion task (ii), control task (iii)

for each participant; no stimulus was repeated on the
same task. Following a central fixation cross, each image
(785 x 774 pixels) was displayed on the middle of a white
background. One functional run consisted of 30 trials,
with a single run per task.

In the AE task, participants were instructed to
make judgements about how much they aesthetically
appreciate the paintings, whereas in the IM task, par-
ticipants were asked to make judgements about the
perceived level of implied motion on the paintings. On
AE and IM tasks, the button pressing responses were
recorded on a scale ranging from 1 to 4 (1 = not at all,
4 = extremely). On the control task, participants had to
make a binary response (1 = yes, 2 = no) on the percep-
tual features of the painting, for example, ‘Is an indoor
scene depicted in the painting?” The questions’ text style
had the following features: Calibri font, size 30, colour

black. A graphical representation of the main task is
illustrated in Figure 6c¢.

3.2.7 | Data acquisition

Data were collected using a 3-T Philips Achieva full-body
MRI scanner equipped with a SENSE phased-array
32-channel head coil. In order to attenuate the scanner
noise, all participants were provided with earplugs and
headphones. The participants were instructed to avoid
head motion during scanning. The tasks’ responses were
recorded using a four-button pressing box. Functional
images were obtained using a T2*-weighted single-shot
echo planar image sequence with the following func-
tional task parameters: acquisition time (TR) = 2000 ms,
echo time (TE)=30ms, flip angle =90°, number of
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axial slices = 35; slice thickness =4 mm; slice
gap = 0.8 mm; field of view = 230 x 230 x 167mm”.

Four dummy scans acquired at the beginning of each
run of the task were not included in the analyses. A high-
resolution T1-weighted anatomical image was also col-
lected with the following parameters: repetition
time = 12 msec, echo time = 3.5 msec, flip angle = 8°,
number of axial slices = 170, voxel size = 1 mm3, field of
view = 250 x 250 x 170 mm®.

3.2.8 | Behavioural data analysis

We used the same approach as Experiment 1 with the fol-
lowing exceptions. First, we only had two DVs—motion
and aesthetic judgements. Second, the design was simpler
because we only had human bodies (there were no land-
scape paintings presented). Consequently, there were
only two models—an intercepts-only model (Model 1)
and a full model including the stimulus factor motion/
dynamism (Model 2). Model 2 is displayed below:

brm (mvbind (dynamism, aesthetic) | thres(3,gr = item) ~ 1+ motion +
(1+motion|a|participant) +

(1litem) family = cumulative(“probit™))

3.29 | MRI data preprocessing and analyses
fMRI data were preprocessed and analysed using Statisti-
cal Parametric Mapping software (SPM8; Welcome Trust
Department of Cognitive Neurology, London, UK: www.
filion.ucl.ac.uk/spm/). Functional image preprocessing
steps included correction for slice timing, re-alignment,
co-registration, segmentation, normalization to the Mon-
treal Neurological Institute (MNI) template with a resolu-
tion of 3 mm and spatially smoothing using 8-mm
FWHM Gaussian kernel. Head motion was investigated
for each functional run, and data were not analysed if
head motion exceeded 4 mm in any direction.

For the localiser tasks, a design matrix was fit for each
participant and consisted of regressors for each condition:
dynamic and static for the MT motion localiser; bodies,
chairs, faces and scenes for the EBA body localiser; and
positive faces, neutral faces, positive objects and neutral
objects for the reward network localiser. The onset and
duration of each condition was defined and convolved
with the standard hemodynamic response function. Con-
trast images were then calculated for each subject in
order to identify regions that responded to motion
(dynamic > static), bodies (bodies > other categories)
and reward [positive (positive faces + positive objects)
> neutral (neutral faces + neutral objects)].

For the main experimental tasks (AE, IM, control), a
design matrix was fit for each participant with two
regressors: one for dynamic stimuli and one for static
stimuli. The onset and duration of each task was defined
and convolved with the standard hemodynamic response
function. Thus, for all three tasks separately, a
Dynamic > Static contrast was calculated in order to
identify regions of the brain that respond more to
dynamic stimuli compared to static stimuli when making
aesthetic and implied motion judgements, as well as
when performing the control task.

In order to investigate the response profile of MT,
EBA and the reward network, the group-constrained
subject-specific (GSS) analysis pipeline was used
(Fedorenko et al., 2010; Julian et al., 2012). Using the
GSS approach has certain advantages over standard
region-of-interest and whole-brain approaches because it
decreases the amount of subjectivity that contributes to
selecting individual fROIs and enhances functional reso-
lution (Julian et al., 2012). The GSS analyses were
implemented using the spm_ss toolbox via SPM (web.
mit.edu/evelina9/www/funcloc.html).

According to the GSS procedure, functional ROIs for
each participant were defined. These fROIs were deter-
mined considering firstly each subject’s activation map for
the localiser tasks and secondly group constraints or
masks. These masks describe a group of parcels that
delimit brain regions where prior independent research
demonstrated to exhibit activity for the localiser contrasts.
For each participant, these masks were used to constrain
the selection of subject-specific functional ROIs. Based on
t-values, the top 10% of the activated voxels within each
parcel were selected as that individual’s fROI. By using the
top 10% of voxels instead of a fixed threshold, a constant
size of each fROI is maintained across participants (Blank
et al., 2014). A graphical illustration of the MT, EBA and
reward network fROIs is presented in Figure 6. MT has
been known to be sensitive to visual moving stimuli (Huk
et al., 2002). Two parcels (left and right MT) were derived
from group average MNI coordinates across several
independent studies (Downing et al., 2007; Lewis et al.,
2000; Peelen et al.,, 2006). For the MT masks, the
dynamic > static contrast was used.

The EBA parcels were derived from group average
MNI coordinates across several research studies (Downing
et al., 2001; Downing et al., 2007; Lamm & Decety, 2008).
Overall, these studies indicated a greater response in EBA
to whole human body than to other object categories. Due
to the fact that previous research suggested a strong right-
hemisphere functional lateralization for the extrastriate
visual areas (Willems et al., 2010), the results are reported
for right EBA only. For the right EBA mask, the
bodies > other categories contrast was used.
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Regarding the reward localiser task, as we were only
interested in those brain regions that have consistently
shown involvement in aesthetic appreciation tasks, we
selected the following parcels of the reward network: left
anterior insula (L Antlns), right anterior insula
(R AntIns), medial orbitofrontal cortex (Med OFC), right
anterior cingulate cortex (R ACC) and left anterior cingu-
late cortex (L ACC). These parcels were derived from
group average MNI coordinates across two neuro-
aesthetics meta-analyses (Boccia et al., 2016; Brown
et al., 2011). For the reward network mask, the [positive
(positive faces + positive objects) > neutral (neutral
faces + neutral objects)] contrast was used.

False discovery rate (FDR) for multiple-comparison
correction (p < 0.05) was used to correct for the number
of fROIs in each functional network. One-tailed indepen-
dent samples t-test was used to determine the effects of
interest (dynamic > static; bodies > other categories;
positive > neutral faces), and FDR multiple-comparison
correction (p < 0.05) was used to correct for the number
of fROIs in each functional network. Furthermore, the
percent signal change (PSC) values were extracted from
all subject-specific fROIs (MT, EBA, reward network)
and then tested in a subsequent Bayesian analysis.

We used the same general Bayesian estimation
modelling approach to model PSC. We modelled three
perceptual regions in one model and five affective regions
in a separate model. We used a Gaussian model rather
than ordinal because PSC is a continuous variable. Also,
we do not include a varying intercept for item because
the ROI data collected from the scanner is averaged
across items due to the way trial randomisation works in
fast event-related designs.

In terms of priors, we used a weakly informative
approach based on our domain knowledge of likely PSC
values in fMRI. PSC in fMRI studies are typically small
and of the order of 1% for perceptual and cognitive tasks.
Therefore, we set the intercept at zero with a normal dis-
tribution of 1.5, and we set the population effects and
standard deviation priors at zero with a normal distribu-
tion of 1. We then constructed four models. Model 1 was
an intercepts-only model. Model 2 added stimulus feature
motion as a factor. Model 3 added task main effects as a
factor. Model 4 added motion * task interactions. Model
4 is displayed below:

brm (mvbind (IMT,EBA,rMT) ~ 1+ motion  task.im -+
motion * task.ae +
(14 motion  task.im + motion * task.ae|a|pID)

family = gaussian))

3.2.10 | Psychophysiological interaction
analysis

The main functional integration hypothesis was that
visual seeds (EBA, MT) would interact more with brain
circuits associated with reward when rating aesthetics
rather than when rating motion or control. To examine
this hypothesis, we used psychophysiological interaction
(PPI) analysis (Friston et al., 1997). PPI allows the identi-
fication of brain areas whose activity correlates with the
activity of a seed region as a function of a task (Friston
et al., 1997, McLaren et al., 2012). In addition, we used a
generalised form of PPI, which enables a wider set of
experimental conditions within the main task to be
analysed (McLaren et al., 2012). As a consequence, it is
possible to see whether any voxels across the brain corre-
late with the seed region (the ‘physiological’ component)
as a function of the two conditions within the main task
(the ‘psychological’ component).

The selected seed regions were right EBA, right MT
and left MT. These main seed regions were defined based
on subject-specific brain coordinates from the univariate
fROI analyses. Individual peaks were selected for the
seed regions per participant. Despite the fact that we used
individual peaks from the univariate analysis to identify
the seed regions for the PPI analysis, the analysis is not
circular (Kriegeskorte et al., 2009). All regressors from
the univariate analysis are taken into account within the
PPI model as covariates (O’Reilly et al., 2012). As such,
the PPI analyses are statistically independent to the
univariate analysis, and thus, the PPI analysis explains
additional variance to that which was previously
explained by other regressors in the design.

Volumes were generated using a 10-mm sphere,
which was positioned on each individual’s seed region
peak. PPI analyses were run for all seed regions. The PPI
model included six regressors from the univariate ana-
lyses and the PPI regressors that contained one for each
condition of the design (dynamic, static) and one
regressor that modelled each seed region activation. To
generate the PPI regressors, the time series in the seed
regions was defined as the first eigenvariate and was then
deconvolved to gauge the underlying neural activity
(Gitelman et al., 2003). Subsequently, the deconvolved
time series was multiplied by the predicted, pre-
convolved time series of each of the two conditions (plus
the starter). The resulting PPI for each condition was then
convolved with the canonical haemodynamic response
function, and the time series of each seed region was
included as a covariate (Klapper et al., 2014; McLaren
et al., 2012; Spunt & Lieberman, 2012). At the second-
level analysis, we investigated the same contrast as in the
univariate analyses (dynamic > static). For all group-level
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analyses, images were thresholded using a voxel-level
threshold of p < 0.001 and a voxel-extent (k) of 10 voxels
(Lieberman & Cunningham, 2009). We also identify any
results that survive correction for multiple comparisons
at the cluster level (Friston, 1994) using family-wise error
(FWE) correction (p < 0.05). In an additional exploratory
analysis, we also report whole-brain results for these PPI
analyses in order to explore if regions outside of our
fROIs were functionally connected to key seed regions.

3.3 | Results

3.3.1 | Behavioural results

The behavioural results replicated Experiment 1 and con-
firmed that dynamic compared to static stimuli were
rated as being more dynamic and aesthetically pleasing
(Figure 7; Supplementary Figure S3). These results serve
to demonstrate that the stimuli were perceived in a simi-
lar manner in a different set of participants and under
different conditions (i.e. while within the scanner).

3.4 | fMRI results

3.4.1 | Univariate fROI results

The MT, EBA and reward network fROIs were identified
in all participants. The localiser results for each fROI are

reported in Supplementary Table S3. Furthermore, the
results for all fROI responses in AE, IM and control tasks
compared with baseline, including the regions that sur-
vived correction for multiple comparisons, are reported
in Supplementary Table S4.

In order to calculate the response profile of fROIs
(MT, right EBA, reward network) in AE, IM and
control tasks, the PSC values were extracted. PSC
values for perceptual and affective fROIs are
visualised in Figures 8 and 9 as a function of task and
stimulus conditions. In addition, the PSC mean
difference scores between dynamic and static stimuli
for MT, EBA and affective brain regions are reported
in Table 2.

Model comparison was not possible to complete for
some analyses of the fROI data, possibly because of
the lack of trial-level data. Hence, we turn straight to
the interpretation our key parameter estimates. To do
so, we display the parameter estimates across for the
most complex model, which is Model 4 (Figure 10a
and Table 3). It is not valid statistically to interpret
the intercept as being greater than zero because we
selected fROIs on the basis that they respond more
than zero on average. Therefore, comparisons to zero
for the intercept are circular in that they are not inde-
pendent of the way they were selected. However, the
intercept itself is not testing our primary hypothesis,
so we can happily ignore it.

In terms of the effect of stimulus feature—implied
motion—we can see that the posterior distribution is

FIGURE 7
scanner. Behavioural data collected during

Behavioural data from the

scanner illustrate that dynamic stimuli were

aesthetic motion
4
3_
o
S
©
—
2.
1 4
static dynémic static dynémic
condition

rated as more aesthetically pleasing and
conveying more dynamism than their static
counterparts
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FIGURE 8 Percent signal change (PSC) data from perceptual functional regions of interest (fROIs). Perceptual fROI responses: EBA

(extrastriate body area) IMT (left middle temporal area), rMT (right middle temporal area) in aesthetic evaluation task (AE), implied motion

task (IM), control. The error bars represent 95% confidence intervals

positive and largely non-overlapping with zero. The same
pattern is true for the main effect of motion task with a
greater response during the motion task than the other
tasks. The aesthetic task main effect was different, how-
ever. Only EBA shows a positive response and that
remains suggestive. The only interaction effect is that
IMT shows a greater response for motion cues in the
motion task.

Furthermore, the parameter estimates for affective
fROIs are illustrated for the most complex model—Model
4 (Figure 10b and Table 4). The posterior distribution for
the effect of stimulus motion overlaps with zero, which
suggests invariance to stimulus motion cues in affective
regions of interest. In contrast, the posterior distribution
for the effect of the implied motion task shows a positive
response in bilateral ACC that is non-overlapping with
zero. There is also a positive response in left ACC for the
aesthetic judgment task that also does not show overlap
with zero. No clear non-zero interaction effects were
observed.

3.42 | Univariate whole-brain analyses

For completeness and for use in future meta-analyses, we
also computed group-level whole-brain analyses sepa-
rately for AE (dynamic >static), IM (dynamic > static)
and control (dynamic > static), see Supplementary
Table S5. These are also available online at NeuroVault.
org (https://neurovault.org/collections/8542/).

343 |
analyses

Psychophysiological interaction

PSC values for the functional connectivity analyses are
displayed in Figure 11. Furthermore, the parameter
estimates for the most complex model are displayed in
Figure 12. The posterior distribution for the main effects
and interactions all overlap with zero. As such, we do not
show any clear support for the hypothesis that perceptual
ROIs would couple more with affective ROIs as a
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FIGURE 9 Percent signal change (PSC) data from affective functional regions of interest (fROIs). Affective fROI responses—Ileft
anterior cingulate cortex (IACC), right anterior cingulate cortex (rACC), left anterior insula (1AntIns), right anterior insula (rAntIns), medial
orbitofrontal cortex (mMOFC)—in aesthetic evaluation task (AE), implied motion task (IM), control. The error bars represent 95% confidence

intervals

function of the stimulus features (dynamic versus static,
as reflected by the intercept) or the type of task (aesthetic
or motion tasks compared to the control task, as reflected
by task or region*task interactions).

Furthermore, we report the results from exploratory
PPI whole-brain analyses, aimed to identify whether
regions outside of our fROIs were functionally coupled
to perceptual key seed regions as a function of experi-
mental tasks (Figure 13). Figure 13a shows that while
making an aesthetic judgement, EBA was functionally
coupled to several brain regions, such as the superior
parietal lobule and the paracentral lobule (clusters in
green), whereas left MT demonstrated functional cou-
pling to the right calcarine gyrus (shown in magenta).
In addition, Figure 13b shows that while evaluating the
level of the perceived dynamism, both right and left
MT were functionally coupled to several brain regions,
such as the fusiform gyrus (clusters in green) and the

middle occipital gyrus (clusters in red). For a complete
set of PPI whole-brain analyses results, see Supplemen-
tary Tables S7-S9. We also provide the whole-brain
PPI t-maps at NeuroVault.org (https://neurovault.org/
collections/8542/).

4 | GENERAL DISCUSSION

Current understanding of how the brain constructs aes-
thetic experiences is in its infancy, and the mapping
between brain structure and function remains relatively
coarse. Here, we provide the most comprehensive evi-
dence to date regarding the functional contribution of
visual and affective information processing units to the
aesthetic evaluation of visual artworks with implied
motion cues. Our results do not support our primary
hypotheses regarding integration between neural systems
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TABLE 2
MT and reward brain circuit regions

Percentage signal change mean difference scores between dynamic and static stimuli on AE, IM and control for right EBA,

Mean Difference

fROIs Task Dynamic > static [95% CI] Cohen’s d
Right EBA AE 0.03 [—0.13, 0.18] 0.11
M 0.13 [—0.02, 0.29] 0.55
Control 0.05 [—0.11, 0.20] 0.19
Right MT AE 0.02 [—0.12, 0.16] 0.12
M 0.11 [—0.03, 0.25] 0.52
Control 0.02 [-0.12, 0.16] 0.07
Left MT AE 0.05 [—0.09, 0.19] 0.23
M 0.14 [—0.01, 0.28] 0.63
Control —0.01 [—0.15, 0.14] —0.02
Left ant. insula AE —0.05 [—0.17, 0.06] —0.30
M 0.04 [—0.07, 0.16] 0.23
Control —0.01 [—0.13, 0.10] —0.08
Right ant. insula AE —0.04 [—0.17, 0.09] —0.20
M —0.01 [-0.13, 0.13] —0.01
Control —0.03 [—0.16, 0.10] —0.15
Medial OFC AE —0.03 [—0.14, 0.08] —0.18
M —0.01 [—0.12, 0.10] —0.05
Control —0.01 [—0.12, 0.10] —0.06
Right ACC AE —0.06 [—0.20, 0.08] —0.28
M 0.01 [-0.12, 0.15] 0.06
Control 0.01 [—0.13, 0.15] 0.04
Left ACC AE —0.06 [—0.28, 0.17] —0.16
M —0.06 [—0.42, 0.29] —0.11
Control 0.05 [—0.19, 0.26] 0.10

Abbreviations: AE, aesthetic evaluation; CI, confidence interval; IM, implied motion; left ACC, left anterior cingulate cortex; medial OFC, medial orbitofrontal

cortex; right ACC, right anterior cingulate cortex.

associated with body perception, motion and affective
processing during the aesthetic appreciation of dynamic
paintings. Therefore, we cannot confidently state that
EBA, MT and brain systems associated with reward
processing play a unique functional role in the computa-
tion of aesthetic evaluation of paintings with implied
motion. Instead, we show suggestive evidence that
motion and body-selective systems may integrate signals
via functional connections with a third neural network in
dorsal parietal cortex, which may act as a relay or inte-
gration site. Overall, our findings clarify the roles of sev-
eral neural circuits in the way that motion cues give rise
to aesthetic preferences while also setting up a range of
future directions to pursue that involve further explora-
tion of how neural networks exchange signals during aes-
thetic judgements.

Three prior studies have investigated visual motion
processing unit MT in relation to aesthetic evaluations,
and they have produced mixed findings (Di Dio
et al., 2016; Kim & Blake, 2007; Thakral et al., 2012).
We confirm the pattern of results found by Thakral
et al. (2012)—namely, that MT is sensitive to implied
motion cues in paintings while being insensitive to
aesthetic judgements based on those cues. That is, MT
responds to stimulus features that imply motion and
tasks that involve motion judgements. However, MT
shows no sensitivity to tasks that involve aesthetic
judgements. Compared with prior studies, therefore,
our findings emphasise the value of using a fROI
approach and testing larger sample sizes. Indeed, prior
work that implicated MT in aesthetic judgements either
did not functionally localise MT (Di Dio et al., 2016) or
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used small sample sizes (e.g. N=5 in a key analysis;
Kim & Blake, 2007), which makes firm functional con-
clusions difficult. One notable difference to Kim and
Blake’s (2007) study concerns expertise. Kim and
Blake (2007) only showed sensitivity to aesthetic judge-
ments of implied motion in those individuals with art

FIGURE 10 Modelling for fROI PSC
data. (a) Parameter estimates for the most
complex model (Model 4) in perceptual fROIs.
(b) Parameter estimates for the most complex
model (model 4) in affective fROIs. Panel

(a) shows the PSC parameter estimates in
perceptual fROIs for Model 4. Panel (b) shows

- the PSC parameter estimates in affective fROIs

W inercept for Model 4. Model 4 is the most complex
= :Z:;“""" model that additionally includes the
W tesies interaction between stimulus level of implied

- stim_motion*taskim

s motion (static vs. dynamic) and task type

) (aesthetic judgement and motion judgement).
Note: stim_motion = stimulus level of implied
motion (static vs dynamic); taskim = implied
motion task; taskaes = aesthetic judgement
task; stim_motion*taskim = interaction
between stim_motion and the implied motion
task; stim_motion*taskaes = interaction
between stim_motion and the aesthetic
judgement task; Point estimate = median;
Error bars represent 66% quantile intervals
(thick black lines) and 95% quantile intervals
(thin black lines)

term

. intercept
. stim_motion
- taskim
. taskaes

. stim_motion*taskim

stim_motion*taskaes

experience. Therefore, it is possible that MT is insensi-
tive to aesthetic judgements in those with minimal
exposure to art but becomes increasingly sensitive as
experience with art develops. Future research that
explores further how prior experience shapes the neuro-
biology of aesthetic preferences would be welcomed, as
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TABLE 3 Experiment 2—fixed effects for perceptual fROIs TABLE 4 Experiment 2—fixed effects for affective fROIs
Region Term Value Lower Upper Region Term Value Lower Upper
IMT Intercept 0.20 0.06 0.33 IACC Intercept —-0.54  —0.67 —0.41
stim_motion 0.06 —0.01 0.14 stim_motion 0.00 —0.10 0.10
taskaes 0.01 —0.16 0.18 taskaes 0.15 0.01 0.30
taskim 0.14 0.01 0.27 taskim 0.25 0.06 0.44
stim_motion*taskaes 0.05 —0.11 0.22 stim_motion*taskaes  —0.09 —0.32 0.15
stim_motion*taskim 0.14 —0.03 0.31 stim_motion*taskim —0.01 —0.24 0.21
EBA Intercept 0.46 0.28 0.64 rACC Intercept —0.22 —0.28 —0.15
stim_motion 0.07 —0.01 0.15 stim_motion —0.01 —0.08 0.05
taskaes 0.13 —0.03 0.29 taskaes 0.06  —0.02 0.16
taskim 0.16 —0.01 0.32 taskim 0.12 0.04 0.21
stim_motion*taskaes  —0.02 —0.22 0.17 stim_motion*taskaes  —0.07  —0.21 0.07
stim_motion*taskim 0.08 —0.11 0.28 stim_motion*taskim 0.01 —-0.14 0.14
rMT Intercept 0.15 0.03 0.28 lInsula Intercept 0.35 0.24 0.46
stim_motion 0.05 —0.02 0.12 stim_motion —0.01 —0.05 0.04
taskaes 0.06 —0.08 0.20 taskaes —0.16 —0.28 —0.05
taskim 0.15 0.01 0.28 taskim —-0.17 —0.28 —0.06
stim_motion*taskaes 0.01 —0.17 0.18 stim_motion*taskaes  —0.04 —0.15 0.07
stim_motion*taskim 0.09 —0.08 0.27 stim_motion*taskim 0.05 —0.06 0.17
rInsula  Intercept 0.35 0.22 0.47
it can help inform how individual differences in art S 002 008 0.03
preferences emerge (e.g. Kirsch et al., 2016). taskaes —0.20 - —036  —0.05
A separate visual region, EBA, which is involved in taskim —-018 031  —0.05
body shape and posture processing, showed a different stim_motion*taskaes  —0.01 ~ —0.13 0.10
pattern of results. Like MT, EBA showed sensitivity to stim_motion*taskim 0.03 —0.09 0.14
implied motion cues and to motion judgements. In mOFC  Intercept —011  —020  —0.02
contrast to MT, however, EBA also showed a greater stim_motion 002 —0.06 0.03
response to aesthetic judgements, which is consistent
with previous studies that implicated EBA in aesthetic taskaes 005 010 021
judgements (Calvo-Merino et al.,, 2008, 2010; Cross taskim 003  -0.10 0.15
et al., 2011; Di Dio et al., 2007, 2011). Even given these stim_motion*taskaes  —0.02  —0.14 0.10
results, however, we would still suggest that the funda- stim_motion*taskim 0.00 —0.10 0.11

mental functional property of EBA is to process body
shape and posture (Downing & Peelen, 2011). Indeed,
our view is that the basic processing of body shape and
posture can be upregulated based on a range of factors
including task manipulations such as making aesthetic
judgements (Ramsey et al., 2011). In other words, we sug-
gest that EBA is not impervious to processes and signals
from other neural networks, which may heighten the
focus on people and their bodies. It remains unclear,
however, if this upregulation in response reflects a quan-
titative or qualitative difference. A quantitative difference
would reflect that the basic computation performed in
EBA remains the same, but there is more body processing
performed due to the task demands, whereas a qualita-
tive difference would reflect that aesthetic judgements
require a different type of computation in EBA. Future

Note: Labels for brain regions and terms are similar to Figure 10. Point
estimates and error bars are expressed as median and median absolute
deviation.

research would be needed to probe these possibilities
further, which are, of course, not mutually exclusive.
Compared with brain regions in the ventral visual
stream, more anterior brain regions that are involved in
processing affective signals showed a different profile of
response. The affective brain network response showed
no sensitivity to implied motion cues, suggesting that
dynamic and static art features engage the affective net-
work at comparable levels. Instead, the bilateral ACC
showed greater engagement in general for aesthetic and
motion tasks compared with control. Even though the
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task-based functional connectivity between seeds (rows) and target regions (columns)
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Percent signal change (PSC) in functional connectivity analyses. This figure illustrates the PSC in functional integration

between the perceptual seed regions (rows) and the affective target regions (columns) as a function of the main experimental tasks (aesthetic
judgement, motion judgement and control). Note: Perceptual seed regions—IMT, left middle temporal area; rEBA, right extrastriate body
area; rMT, right middle temporal area; affective target regions—IACC, left anterior cingulate cortex; rACC, right anterior cingulate cortex;
1AntlIns, left anterior insula; rAntlns, right anterior insula; mOFC, medial orbitofrontal cortex—in aesthetic evaluation task (AE), implied
motion task (IM) and control. The error bars represent 95% confidence intervals

ACC has been implicated in aesthetic judgements specifi-
cally previously (Brown et al., 2011; Ishizu & Zeki, 2011,
2017; Vartanian & Goel, 2004), here we show a more gen-
eral task effect when making aesthetic and non-aesthetic
judgements about paintings in general, which is consis-
tent with the well-documented role that the ACC plays in
a range of different tasks that are associated with the
multiple-demand network (Crittenden et al.,, 2016;
Duncan, 2010; Kolling et al., 2016). One unexpected
result was that the bilateral anterior insula was engaged
more in the control task rather than in aesthetic evalua-
tion task. We speculate that this response may reflect the
different attentional demands that the control task
required compared with the aesthetic task (Simmons
et al., 2011). Furthermore, our results did not show sensi-
tivity to aesthetic judgements in mOFC, even though pre-
vious research has linked mOFC engagement to
processing artistic beauty (Ishizu et al, 2014;
Kawabata & Zeki, 2004; Zhang et al., 2017). We speculate
this lack of response in mOFC might be due to the homo-
geneity of the stimuli used, which were all portraits of a

particular kind, rather than a more varied stimulus set.
However, as our findings are in consensus with other
research studies (Di Dio et al., 2016; Silveira et al., 2015;
Thakral et al., 2012), we hope that mOFC’s involvement
in aesthetic appreciation of paintings with implied
motion might be clarified by future research.

Although we had key hypotheses regarding func-
tional connectivity between nodes in the ventral visual
stream and nodes in the affective network, we showed no
support for such relationships. However, given that prior
work has shown that perceptual and affective nodes are
functionally coupled when people express their musical
aesthetic preference (Sachs et al., 2016), we acknowledge
that this lack of coupling may reflect a false negative. For
example, it is possible that the effects were smaller than
we could detect with confidence or that a different ana-
lytical approach may be required to reveal them. In con-
trast, our whole-brain approach did offer suggestive
evidence for coupling between EBA and superior parietal
regions as a function of aesthetic evaluation task. Such
findings may implicate a possible link between
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FIGURE 12 Modelling results from the functional connectivity analyses. This figure illustrates the PSC parameter estimates from the
functional connectivity analyses. The columns represent the affective target regions, whereas the rows indicate the key models. Note: Labels
for affective target regions are as in Figure 11; seed.IMT, seed region left MT; seed.rEBA, seed region right EBA; taskim, implied motion task;
taskaes, aesthetic judgement task; IMT*taskim, interaction between left MT and implied motion task; IMT*taskaes, interaction between left
MT and aesthetic judegment task; rEBA*taskim, interaction between right EBA and implied motion task; rEBA*taskaes, interaction between
right EBA and aesthetic judgement task; Point estimate = median; Error bars represent 66% quantile intervals (thick black lines) and 95%
quantile intervals (thin black lines)

FIGURE 13 Results from the

o . (a) (b)
PsychoPhysiological interaction (PPI) whole-

brain analyses. Panel (a) illustrates the ”'Seed regions: EBA and left MTin "\ /" Seed regions: right MT and left MT
aesthetic judgment in motion judgment

functional coupling of EBA to superior parietal
regions (green) and left MT to right calcarine
gyrus (magenta) in aesthetic judgement task.
Panel (b) shows the functional coupling of right
MT and left MT to middle occipital regions (red
and green) in implied motion judgement task.
Voxel-wise threshold used for images was

p < 0.001, k = 10. Note: Labels for seed regions
are similar to Figure 12
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perceptual and attentional processes in aesthetic judge-
ments (Zimmermann et al., 2018). Moreover, such find-
ings, although suggestive, are consistent with ligaya
et al.’s (2021) hierarchical model of aesthetic processing,
which suggests feature integration in aesthetic judge-
ments involves interplay with attentional systems in pari-
etal and prefrontal cortex. Future research work
investigating the functional networks associated with
executive function and domain-general control such as
the multiple-demand network (Duncan, 2010) would
seem valuable.

Our design and methodology had many strengths, but
also some weaknesses, which we outline here as both of
them inform future research practices. Strengths include
the use of a particularly sensitive fROI approach (Julian
et al., 2012; Nieto-Castafion & Fedorenko, 2012) and multi-
level Bayesian analyses (McElreath, 2020), which enhance
the functional sensitivity and precision of our analyses.
Other strengths include adopting a host of open science
best-practice recommendations (Munafo et al., 2017), such
as preregistration of key research questions and directional
predictions, running multiple experiments that allow
replication, making the data and code open and freely
available, which helps others follow up our work.

In contrast, the most obvious weakness relates to
sample size. Although our experiment involved more par-
ticipants than prior work on similar questions and had a
comparable sample size to the median number of partici-
pants reported in neuroimaging studies published in 2017
(Szucs & Ioannidis, 2020), we cannot avoid the inherent
limitations of using relatively small sample sizes. As
such, we acknowledge that, as a general rule, larger
sample sizes are needed in psychology and cognitive
neuroscience to improve the precision of estimates and
that includes human neuroimaging research (Button
et al., 2013; Eickhoff et al., 2016; Mumford &
Nichols, 2008; Turner et al., 2018). In addition, we recom-
mend that future research studies might use different
analysis strategies, such as modelling the most and least
liked stimuli. By doing this, future work would be able to
answer questions that relate more generally to aesthetic
preferences when viewing visual art.

ACKNOWLEDGEMENTS

This research was performed as part of an all-Wales
Economic and Social Research Council (ESRC) Doctoral
Training Centre PhD studentship (awarded to RR and IB,
PhD student: IB). We would also like to thank members
of the neuroaesthetics journal club including Alysha
Nguyen, Alexander Douglas and Emily Cross and
two anonymous reviewers for helpful comments on a
previous version of the manuscript.

CONFLICT OF INTEREST
The authors declare that there is no conflict of interest.

AUTHOR CONTRIBUTIONS

Ionela Bara: Conceptualisation, methodology, investiga-
tion, data analysis and curation, writing, visualisation.
Kohinoor M. Darda: Conceptualization, methodology,
investigation, visualisation, writing review and editing.
A. Solomon Kurz: Data analysis, writing review and
editing. Richard Ramsey: Conceptualisation, methodol-
ogy, data analysis and curation, writing, visualisation,
supervision.

PEER REVIEW
The peer review history for this article is available at
https://publons.com/publon/10.1111/ejn.15479.

DATA AVAILABILITY STATEMENT

The data supporting these findings, the analysis script
codes associated with this study analyses and the stimuli
are freely available on the Open Science Framework
(https://osf.io/x5d2g/). We also include the whole-brain
t-maps on NeuroVault.org (https://neurovault.org/

collections/8542/).
ORCID
Ionela Bara ‘© https://orcid.org/0000-0001-8442-5089

Kohinoor Monish Darda
2692-7360

Andrew Solomon Kurz ‘® https://orcid.org/0000-0001-
7597-3745

Richard Ramsey © https://orcid.org/0000-0002-0329-2112

https://orcid.org/0000-0002-

REFERENCES

Adler, K., & Pointon, M. (1993). The body imaged: The human form
and visual culture since the renaissance (Vol. 125). Cambridge
University Press.

Arnheim, R. (1950). Perceptual and aesthetic aspects of the move-
ment response. Journal of Personality, 19, 265-281. https://doi.
org/10.1111/j.1467-6494.1951.tb01101.x

Bar, M., & Neta, M. (2006). Humans prefer curved visual objects.
Psychological Science, 17(8), 645-648. https://doi.org/10.1111/j.
1467-9280.2006.01759.x

Barasch, M. (1991). Imago hominis: Studies in the language of art.
Irsa Verlag.

Barr, D. J., Levy, R., Scheepers, C., & Tily, H. J. (2013). Random
effects structure for confirmatory hypothesis testing: Keep it
maximal. Journal of Memory and Language, 68(3), 255-278.
https://doi.org/10.1016/j,jm1.2012.11.001

Bates, D., Michler, M., Bolker, B. M., & Walker, S. C. (2015). Fitting
linear mixed-effects models using lme4. Journal of Statistical
Software, 67(1), 1-48. https://doi.org/10.18637/jss.v067.i01

Beauchamp, M. S., Lee, K. E., Haxby, J. V., & Martin, A. (2002).
Parallel visual motion processing streams for manipulable


https://publons.com/publon/10.1111/ejn.15479
https://osf.io/x5d2g/
http://NeuroVault.org
https://neurovault.org/collections/8542/
https://neurovault.org/collections/8542/
https://orcid.org/0000-0001-8442-5089
https://orcid.org/0000-0001-8442-5089
https://orcid.org/0000-0002-2692-7360
https://orcid.org/0000-0002-2692-7360
https://orcid.org/0000-0002-2692-7360
https://orcid.org/0000-0001-7597-3745
https://orcid.org/0000-0001-7597-3745
https://orcid.org/0000-0001-7597-3745
https://orcid.org/0000-0002-0329-2112
https://orcid.org/0000-0002-0329-2112
https://doi.org/10.1111/j.1467-6494.1951.tb01101.x
https://doi.org/10.1111/j.1467-6494.1951.tb01101.x
https://doi.org/10.1111/j.1467-9280.2006.01759.x
https://doi.org/10.1111/j.1467-9280.2006.01759.x
https://doi.org/10.1016/j.jml.2012.11.001
https://doi.org/10.18637/jss.v067.i01

BARA ET AL.

WILEYL *

EJ N European Journal of Neuroscience FENS

objects and human movements. Neuron, 34(1), 149-159.
https://doi.org/10.1016/S0896-6273(02)00642-6

Bell, C. (1914). Art. Frederick A. Stokes Company.

Berger, J. (1972). Ways of seeing. BBC Books.

Berridge, K. C., Robinson, T. E., & Aldridge, J. W. (2009). Dissecting
components of reward: “Liking”, “wanting”, and learning.
Current Opinion in Pharmacology, 9, 65-73. https://doi.org/10.
1016/j.coph.2008.12.014

Biederman, I., & Vessel, E. (2006). Perceptual pleasure and the
brain: A novel theory explains why the brain craves informa-
tion and seeks it through the senses. American Scientist, 94(3),
247-253. https://doi.org/10.1511/2006.3.247

Blank, I., Kanwisher, N., & Fedorenko, E. (2014). A functional dis-
sociation between language and multiple-demand systems rev-
ealed in patterns of BOLD signal fluctuations. Journal of
Neurophysiology, 112(5), 1105-1118. https://doi.org/10.1152/jn.
00884.2013

Blechert, J., Lender, A., Polk, S., Busch, N. A., & Ohla, K. (2019).
Food-Pics_Extended—An image database for experimental
research on eating and appetite: Additional images, normative
ratings and an updated review. Frontiers in Psychology, 10, 307.
https://doi.org/10.3389/fpsyg.2019.00307

Boccia, M., Barbetti, S., Piccardi, L., Guariglia, C., Ferlazzo, F.,
Giannini, A. M., & Zaidel, D. W. (2016). Where does brain
neural activation in aesthetic responses to visual art occur?
Meta-analytic evidence from neuroimaging studies. Neurosci-
ence and Biobehavioral Reviews, 60, 65-71. https://doi.org/10.
1016/j.neubiorev.2015.09.009

Bona, S., Cattaneo, Z., & Silvanto, J. (2015). The causal role of the
occipital face area (OFA) and lateral occipital (LO) cortex in
symmetry perception. Journal of Neuroscience, 35(2), 731-738.
https://doi.org/10.1523/INEUROSCI.3733-14.2015

Brainard, D. H. (1997). The psychophysics toolbox. Spatial Vision,
10(4), 433-436. https://doi.org/10.1163/156856897X00357

Brown, S., Gao, X., Tisdelle, L., Eickhoff, S. B., & Liotti, M. (2011).
Naturalizing aesthetics: Brain areas for aesthetic appraisal
across sensory modalities. NeuroImage, 58(1), 250-258. https://
doi.org/10.1016/j.neuroimage.2011.06.012

Bullmore, E., & Sporns, O. (2009). Complex brain networks: Graph
theoretical analysis of structural and functional systems.
Nature Reviews Neuroscience, 10, 186-198. https://doi.org/10.
1038/nrn2575

Biirkner, P. C. (2017). Brms: An R package for Bayesian multilevel
models using Stan. Journal of Statistical Software, 80(1), 1-28.
https://doi.org/10.18637/jss.v080.i101

Biirkner, P. C. (2018). Advanced Bayesian multilevel modeling with
the R package brms. R Journal, 10(1), 395-411. https://doi.org/
10.32614/1j-2018-017

Biirkner, P. C., & Charpentier, E. (2020). Modelling monotonic
effects of ordinal predictors in Bayesian regression models.
British Journal of Mathematical and Statistical Psychology,
73(3), 420-451. https://doi.org/10.1111/bmsp.12195

Button, K. S., Ioannidis, J. P. A., Mokrysz, C., Nosek, B. A., Flint, J.,
Robinson, E. S. J., & Munafo, M. R. (2013). Power failure: Why
small sample size undermines the reliability of neuroscience.
Nature Reviews Neuroscience, 14(5), 365-376. https://doi.org/
10.1038/nrn3475

Calvo-Merino, B., Jola, C., Glaser, D. E., & Haggard, P. (2008).

Towards a sensorimotor aesthetics of performing art.

Consciousness and Cognition, 17(3), 911-922. https://doi.org/
10.1016/j.concog.2007.11.003

Calvo-Merino, B., Urgesi, C., Orgs, G., Aglioti, S. M., & Haggard, P.
(2010). Extrastriate body area underlies aesthetic evaluation of
body stimuli. Experimental Brain Research, 204(3), 447-456.
https://doi.org/10.1007/s00221-010-2283-6

Carpenter, B., Gelman, A., Hoffman, M. D., Lee, D., Goodrich, B.,
Betancourt, M., Brubaker, M., Guo, J., Li, P., & Riddell, A.
(2017). Stan: A probabilistic programming language. Journal of
Statistical Software, 76(1), 1-32. https://doi.org/10.18637/jss.
v076.i01

Cattaneo, Z. (2019). Noninvasive brain stimulation: An overview of
available approaches for research in Neuroaesthetics. Empiri-
cal Studies of the Arts, 37(2), 153-171. https://doi.org/10.1177/
0276237418818637

Cattaneo, Z. (2020). Neural correlates of visual aesthetic apprecia-
tion: Insights from non-invasive brain stimulation. Experimen-
tal Brain Research, 238(1), 1-16. https://doi.org/10.1007/
$00221-019-05685-x

Chatterjee, A. (2003). Prospects for a cognitive neuroscience of
visual aesthetics. Bulletin of Psychology and the Arts, 4(2),
55-60. https://doi.org/10.1037/e514602010-003

Chatterjee, A., & Vartanian, O. (2016). Neuroscience of aesthetics.
Annals of the new York Academy of Sciences, 1369(1), 172-194.
https://doi.org/10.1111/nyas.13035

Chatterjee, A., Widick, P., Sternschein, R., Smith, W., &
Bromberger, B. (2010). The assessment of art attributes. Empir-
ical Studies of the Arts, 28(2), 207-222. https://doi.org/10.2190/
EM.28.2.f

Clark, K. (1984). The nude: A study in ideal form. Princeton
University Press.

Collingwood, R. (1958). The principles of art. Clarendon Press.

Crittenden, B. M., Mitchell, D. J., & Duncan, J. (2016). Task
encoding across the multiple demand cortex is consistent with
a frontoparietal and cingulo-opercular dual networks distinc-
tion. Journal of Neuroscience, 36(23), 6147-6155. https://doi.
0rg/10.1523/JINEUROSCI.4590-15.2016

Cross, E. S., Kirsch, L., Ticini, L. F., & Schiitz-Bosbach, S. (2011).
The impact of aesthetic evaluation and physical ability on
dance perception. Frontiers in Human Neuroscience, 5,
102-110. https://doi.org/10.3389/fnhum.2011.00102

Cutting, J. E. (2002). Representing motion in a static image: Con-
straints and parallels in art, science, and popular culture. Per-
ception, 31(10), 1165-1193. https://doi.org/10.1068/p3318

Cutting, J. E. (2003). Gustave Caillebotte, French impressionism,
and mere exposure. Psychonomic Bulletin & Review, 10,
319-343. https://doi.org/10.3758/BF03196493

Danto, A. C. (1964). The artworld. Journal of Philosophy, 61,
571-584. https://doi.org/10.2307/2022937

DeBruine, L., & Jones, B. (2017). Face research lab London set.
https://doi.org/10.6084/m9.figshare.5047666.v3

Di Dio, C., Ardizzi, M., Massaro, D., Di Cesare, G., Gilli, G.,
Marchetti, A., & Gallese, V. (2016). Human, nature, dyna-
mism: The effects of content and movement perception on
brain activations during the aesthetic judgment of representa-
tional paintings. Frontiers in Human Neuroscience, 9, 705-724.
https://doi.org/10.3389/fnhum.2015.00705

Di Dio, C., Canessa, N., Cappa, S. F., & Rizzolatti, G. (2011). Speci-
ficity of esthetic experience for artworks: An fMRI study.


https://doi.org/10.1016/S0896-6273(02)00642-6
https://doi.org/10.1016/j.coph.2008.12.014
https://doi.org/10.1016/j.coph.2008.12.014
https://doi.org/10.1511/2006.3.247
https://doi.org/10.1152/jn.00884.2013
https://doi.org/10.1152/jn.00884.2013
https://doi.org/10.3389/fpsyg.2019.00307
https://doi.org/10.1016/j.neubiorev.2015.09.009
https://doi.org/10.1016/j.neubiorev.2015.09.009
https://doi.org/10.1523/JNEUROSCI.3733-14.2015
https://doi.org/10.1163/156856897X00357
https://doi.org/10.1016/j.neuroimage.2011.06.012
https://doi.org/10.1016/j.neuroimage.2011.06.012
https://doi.org/10.1038/nrn2575
https://doi.org/10.1038/nrn2575
https://doi.org/10.18637/jss.v080.i01
https://doi.org/10.32614/rj-2018-017
https://doi.org/10.32614/rj-2018-017
https://doi.org/10.1111/bmsp.12195
https://doi.org/10.1038/nrn3475
https://doi.org/10.1038/nrn3475
https://doi.org/10.1016/j.concog.2007.11.003
https://doi.org/10.1016/j.concog.2007.11.003
https://doi.org/10.1007/s00221-010-2283-6
https://doi.org/10.18637/jss.v076.i01
https://doi.org/10.18637/jss.v076.i01
https://doi.org/10.1177/0276237418818637
https://doi.org/10.1177/0276237418818637
https://doi.org/10.1007/s00221-019-05685-x
https://doi.org/10.1007/s00221-019-05685-x
https://doi.org/10.1037/e514602010-003
https://doi.org/10.1111/nyas.13035
https://doi.org/10.2190/EM.28.2.f
https://doi.org/10.2190/EM.28.2.f
https://doi.org/10.1523/JNEUROSCI.4590-15.2016
https://doi.org/10.1523/JNEUROSCI.4590-15.2016
https://doi.org/10.3389/fnhum.2011.00102
https://doi.org/10.1068/p3318
https://doi.org/10.3758/BF03196493
https://doi.org/10.2307/2022937
https://doi.org/10.6084/m9.figshare.5047666.v3
https://doi.org/10.3389/fnhum.2015.00705

= IwiLey N

BARA ET AL.

Frontiers in Human Neuroscience, 5, 1-14. https://doi.org/10.
3389/fnhum.2011.00139

Di Dio, C., & Vittorio, G. (2009). Neuroaesthetics: A review. Current
Opinion in Neurobiology, 19, 682-687. https://doi.org/10.1016/
j-conb.2009.09.001

Di Dio, D. C., Macaluso, E., & Rizzolatti, G. (2007). The golden
beauty: Brain response to classical and renaissance sculptures.
PLoS ONE, 2(11), e1201. https://doi.org/10.1371/journal.pone.
0001201

Downing, P. E,, Jiang, Y., Shuman, M., & Kanwisher, N. (2001). A
cortical area selective for visual processing of the human body.
Science, 293(5539), 2470-2473. https://doi.org/10.1126/science.
1063414

Downing, P. E., & Peelen, M. V. (2011). The
occipitotemporal body-selective regions in person perception.
Cognitive Neuroscience, 2(3-4), 186-203. https://doi.org/10.
1080/17588928.2011.582945

Downing, P. E., Wiggett, A. J., & Peelen, M. V. (2007). Functional
magnetic resonance imaging investigation of overlapping lat-
eral occipitotemporal activations using multi-voxel pattern
analysis. Journal of Neuroscience, 27(1), 226-233. https://doi.
0rg/10.1523/JNEUROSCI.3619-06.2007

Duncan, J. (2010). The multiple-demand (MD) system of the pri-
mate brain: Mental programs for intelligent behaviour. Trends
in Cognitive Sciences, 14, 172-179. https://doi.org/10.1016/j.
tics.2010.01.004

Dutton, D. (2009). The art instinct: Beauty, pleasure, and human evo-
lution. Bloomsbury Press.

Eickhoff, S. B., Nichols, T. E., Laird, A. R., Hoffstaedter, F.,
Amunts, K., Fox, P. T., Bzdok, D., & Eickhoff, C. R. (2016).
Behavior, sensitivity, and power of activation likelihood esti-
mation characterized by massive empirical simulation.
Neurolmage, 137, 70-85. https://doi.org/10.1016/j.neuroimage.
2016.04.072

Else, G. F. (1938). Aristotle on the beauty of tragedy. Harvard Stud-
ies in Classical Philology, 49, 179. https://doi.org/10.2307/
310703

Fedorenko, E., Hsieh, P. J., Nieto-Castafion, A., Whitfield-
Gabrieli, S., & Kanwisher, N. (2010). New method for fMRI
investigations of language: Defining ROIs functionally in indi-
vidual subjects. Journal of Neurophysiology, 104(2), 1177-1194.
https://doi.org/10.1152/jn.00032.2010

Flynn, T. (1998). The body in
Incorporated.

Friston, K. J. (1994). Functional and effective connectivity in neuro-
imaging: A synthesis. Human Brain Mapping, 2(1-2), 56-78.
https://doi.org/10.1002/hbm.460020107

Friston, K. J., Buechel, C., Fink, G. R., Morris, J., Rolls, E., &
Dolan, R. J. (1997). Psychophysiological and modulatory inter-
actions in neuroimaging. NeuroImage, 6(3), 218-229. https://
doi.org/10.1006/nimg.1997.0291

Garcia-Prieto, J., Pereda, E., & Maestu, F. (2016). Neurocognitive
decoding of aesthetic appreciation. In S. Palva (Ed.), Multi-
modal oscillation-based connectivity theory (pp. 87-106).
Springer.

Gelman, A. (2006). Prior distributions for variance parameters in
hierarchical models (comment on article by Browne and
Draper). Bayesian Analysis, 1, 515-534. https://doi.org/10.
1214/06-BA117A

role of

three dimensions. Abrams

Gelman, A., Carlin, J. B., Stern, H. S., Dunson, D. B., Vehtari, A., &
Rubin, D. B. (2013). Bayesian data analysis (Third ed.).
Chapman and Hall/CRC.

Gelman, A., & Hill, J. (2007). Data analysis using regression and
multilevel/hierarchical models. Cambridge University Press.

Gitelman, D. R., Penny, W. D., Ashburner, J., & Friston, K. J.
(2003). Modeling regional and psychophysiologic interactions
in fMRI: The importance of hemodynamic deconvolution.
NeuroImage, 19(1), 200-207. https://doi.org/10.1016/S1053-
8119(03)00058-2

Gombrich, E. H. (1964). Moment and movement in art. Journal of
the Warburg and Courtauld Institutes, 27, 293-306.

Graham, D., Schwarz, B., Chatterjee, A., & Leder, H. (2016). Prefer-
ence for luminance histogram regularities in natural scenes.
Vision Research, 120, 11-21. https://doi.org/10.1016/].visres.
2015.03.018

Hayn-Leichsenring, G. U., Kenett, Y. N., Schulz, K, &
Chatterjee, A. (2020). Abstract art paintings, global image
properties, and verbal descriptions: An empirical and compu-
tational investigation. Acta Psychologica, 202, 102936. https://
doi.org/10.1016/j.actpsy.2019.102936

Huk, A. C, Dougherty, R. F., & Heeger, D. J. (2002). Retinotopy
and functional subdivision of human areas MT and MST. Jour-
nal of Neuroscience, 22(16), 7195-7205. https://doi.org/10.
1523/jneurosci.22-16-07195.2002

Iligaya, K., Yi, S., Wahle, 1. A., Tanwisuth, K., & Oamp, J. P. (2021).
Aesthetic preference for art can be predicted from a mixture of
low- and high-level visual features. Nature Human Behaviour,
5, 743-755. https://doi.org/10.1038/s41562-021-01124-6

Ishizu, T., & Zeki, S. (2011). Toward a brain-based theory of beauty.
PLoS ONE, 6(7), €21852. https://doi.org/10.1371/journal.pone.
0021852

Ishizu, T., & Zeki, S. (2017). The experience of beauty derived from
sorrow. Human Brain Mapping, 38(8), 4185-4200. https://doi.
org/10.1002/hbm.23657

Ishizu, T., Zeki, S., Gutyrchik, E., & Nadal, M. (2014). A neurobio-
logical enquiry into the origins of our experience of the sub-
lime and beautiful. Frontiers in Human Neuroscience, 8, 891.
https://doi.org/10.3389/fnhum.2014.00891

Jacobsen, T., & Hofel, L. (2003). Descriptive and evaluative judg-
ment processes: Behavioral and electrophysiological indices of
processing symmetry and aesthetics. Cognitive, Affective, &
Behavioral Neuroscience, 3(4), 289-299. https://doi.org/10.
3758/CABN.3.4.289

Jacobsen, T., Schubotz, R. 1., Héfel, L., & Cramon, D. Y. V. (2006).
Brain correlates of aesthetic judgment of beauty. NeuroImage,
29(1), 276-285. https://doi.org/10.1016/j.neuroimage.2005.
07.010

Jiang, F., Beauchamp, M. S., & Fine, 1. (2015). Re-examining over-
lap between tactile and visual motion responses within hMT+
and STS. NeuroImage, 119, 187-196. https://doi.org/10.1016/j.
neuroimage.2015.06.056

Julian, J. B., Fedorenko, E., Webster, J., & Kanwisher, N. (2012).
An algorithmic method for functionally defining regions of
interest in the ventral visual pathway. Neurolmage, 60(4),
2357-2364. https://doi.org/10.1016/j.neuroimage.2012.02.055

Kawabata, H., & Zeki, S. (2004). Neural correlates of beauty. Jour-
nal of Neurophysiology, 91(4), 1699-1705. https://doi.org/10.
1152/jn.00696.2003


https://doi.org/10.3389/fnhum.2011.00139
https://doi.org/10.3389/fnhum.2011.00139
https://doi.org/10.1016/j.conb.2009.09.001
https://doi.org/10.1016/j.conb.2009.09.001
https://doi.org/10.1371/journal.pone.0001201
https://doi.org/10.1371/journal.pone.0001201
https://doi.org/10.1126/science.1063414
https://doi.org/10.1126/science.1063414
https://doi.org/10.1080/17588928.2011.582945
https://doi.org/10.1080/17588928.2011.582945
https://doi.org/10.1523/JNEUROSCI.3619-06.2007
https://doi.org/10.1523/JNEUROSCI.3619-06.2007
https://doi.org/10.1016/j.tics.2010.01.004
https://doi.org/10.1016/j.tics.2010.01.004
https://doi.org/10.1016/j.neuroimage.2016.04.072
https://doi.org/10.1016/j.neuroimage.2016.04.072
https://doi.org/10.2307/310703
https://doi.org/10.2307/310703
https://doi.org/10.1152/jn.00032.2010
https://doi.org/10.1002/hbm.460020107
https://doi.org/10.1006/nimg.1997.0291
https://doi.org/10.1006/nimg.1997.0291
https://doi.org/10.1214/06-BA117A
https://doi.org/10.1214/06-BA117A
https://doi.org/10.1016/S1053-8119(03)00058-2
https://doi.org/10.1016/S1053-8119(03)00058-2
https://doi.org/10.1016/j.visres.2015.03.018
https://doi.org/10.1016/j.visres.2015.03.018
https://doi.org/10.1016/j.actpsy.2019.102936
https://doi.org/10.1016/j.actpsy.2019.102936
https://doi.org/10.1523/jneurosci.22-16-07195.2002
https://doi.org/10.1523/jneurosci.22-16-07195.2002
https://doi.org/10.1038/s41562-021-01124-6
https://doi.org/10.1371/journal.pone.0021852
https://doi.org/10.1371/journal.pone.0021852
https://doi.org/10.1002/hbm.23657
https://doi.org/10.1002/hbm.23657
https://doi.org/10.3389/fnhum.2014.00891
https://doi.org/10.3758/CABN.3.4.289
https://doi.org/10.3758/CABN.3.4.289
https://doi.org/10.1016/j.neuroimage.2005.07.010
https://doi.org/10.1016/j.neuroimage.2005.07.010
https://doi.org/10.1016/j.neuroimage.2015.06.056
https://doi.org/10.1016/j.neuroimage.2015.06.056
https://doi.org/10.1016/j.neuroimage.2012.02.055
https://doi.org/10.1152/jn.00696.2003
https://doi.org/10.1152/jn.00696.2003

BARA ET AL.

T Wiyl

Kay, M. (2020). tidybayes: Tidy data and Geoms for Bayesian
models. R package version 2.3.0. https://doi.org/10.5281/
zenodo.1308151

Kemp, S. W. P., & Cupchik, G. C. (2007). The emotionally evocative
effects of paintings. Visual Arts Research, 33, 72-82. http://
www.jstor.org/stable/20715435

Kim, C. Y., & Blake, R. (2007). Brain activity accompanying percep-
tion of implied motion in abstract paintings. Spatial Vision,
20(6), 545-560. https://doi.org/10.1163/156856807782758395

Kirk, R. (2014). Experimental design: Procedures for the behavioral
sciences. Sage Publications.

Kirsch, L. P., Urgesi, C., & Cross, E. S. (2016). Shaping and res-
haping the aesthetic brain: Emerging perspectives on the neu-
robiology of embodied aesthetics. Neuroscience and
Biobehavioral Reviews, 62, 56-68. https://doi.org/10.1016/].
neubiorev.2015.12.005

Klapper, A., Ramsey, R., Wigboldus, D., & Cross, E. S. (2014). The
control of automatic imitation based on bottom-up and top-
down cues to animacy: Insights from brain and behavior. Jour-
nal of Cognitive Neuroscience, 26(11), 2503-2513. https://doi.
org/10.1162/jocn_a_00651

Kolling, N., Behrens, T. E. J, Wittmann, M. K, &
Rushworth, M. F. S. (2016, April 1). Multiple signals in ante-
rior cingulate cortex. Current Opinion in Neurobiology, 37, 36—
43. https://doi.org/10.1016/j.conb.2015.12.007

Kourtzi, Z., & Kanwisher, N. (2000). Activation in human MT/MST
by static images with implied motion. Journal of Cognitive
Neuroscience, 12(1), 48-55. https://doi.org/10.1162/
08989290051137594

Kriegeskorte, N. (2009). Relating population-code representations
between man, monkey, and computational models. Frontiers
in Neuroscience, 3(3), 363-373. https://doi.org/10.3389/neuro.
01.035.2009

Kriegeskorte, N., Simmons, W. K., Bellgowan, P. S., & Baker, C. I.
(2009). Circular analysis in systems neuroscience: The dangers
of double dipping. Nature Neuroscience, 12(5), 535-540.
https://doi.org/10.1038/nn.2303

Kruschke, J. K., & Liddell, T. M. (2018). The Bayesian new statis-
tics: Hypothesis testing, estimation, meta-analysis, and power
analysis from a Bayesian perspective. Psychonomic Bulletin
and Review, 25(1), 178-206. https://doi.org/10.3758/s13423-
016-1221-4

Kurz, A. S. (2020). Statistical rethinking with brms, ggplot2, and
the tidyverse (second ed.). https://doi.org/10.5281/zenodo.
4302550

Lamm, C., & Decety, J. (2008). Is the Extrastriate body area (EBA)
sensitive to the perception of pain in others? Cerebral Cortex,
18(10), 2369-2373. https://doi.org/10.1093/cercor/bhn006

Leder, H., Gerger, G., Brieber, D., & Schwarz, N. (2014). What
makes an art expert? Emotion and evaluation in art apprecia-
tion. Cognition and Emotion, 28(6), 1137-1147. https://doi.org/
10.1080/02699931.2013.870132

Lemoine, N. P. (2019). Moving beyond noninformative priors: Why
and how to choose weakly informative priors in Bayesian ana-
lyses. Oikos, 128(7), 912-928. https://doi.org/10.1111/0ik.05985

Lewis, J. W., Beauchamp, M. S., & Deyoe, E. A. (2000). A compari-
son of visual and auditory motion processing in human cere-
bral cortex. Cerebral Cortex, 10(9), 873-888. https://doi.org/10.
1093/cercor/10.9.873

Lieberman, M. D., & Cunningham, W. A. (2009). Type I and type II
error concerns in fMRI research: Re-balancing the scale. Social
Cognitive and Affective Neuroscience, 4(4), 423-428. https://doi.
org/10.1093/scan/nsp052

Lorteije, J. A. M., Kenemans, J. L., Jellema, T. van der
Lubbe, R. H. J., de Heer, F., & van Wezel, R. J. A. (2006). Del-
ayed response to animate implied motion in human motion
processing areas. Journal of Cognitive Neuroscience, 18(2), 158-
168. https://doi.org/10.1162/089892906775783732

Massaro, D., Savazzi, F., Di Dio, C., Freedberg, D., Gallese, V.,
Gilli, G., & Marchetti, A. (2012). When art moves the eyes: A
behavioral and eye-tracking study. PLoS ONE, 7(5), e37285.
https://doi.org/10.1371/journal.pone.0037285

Mastandrea, S., & Umilta, M. A. (2016). Futurist art: Motion and
aesthetics as a function of title. Frontiers in Human Neurosci-
ence, 10, 201-209. https://doi.org/10.3389/fnhum.2016.00201

Maunsell, J. H. R., & Van Essen, D. C. (1983). The connections of
the middle temporal visual area (MT) and their relationship to
a cortical hierarchy in the macaque monkey. Journal of Neuro-
science, 3(12), 2563-2586. https://doi.org/10.1523/jneurosci.03-
12-02563.1983

McElreath, R. (2020). Statistical rethinking; a Bayesian course with
examples in R and Stan (Second ed.). CRC Press.

McLaren, D. G., Ries, M. L., Xu, G., & Johnson, S. C. (2012). A gen-
eralized form of context-dependent psychophysiological inter-
actions (gPPI): A comparison to standard approaches.
Neurolmage, 61(4), 1277-1286. https://doi.org/10.1016/j.
neuroimage.2012.03.068

Mumford, J. A., & Nichols, T. E. (2008). Power calculation for group
fMRI studies accounting for arbitrary design and temporal
autocorrelation. NeuroImage, 39(1), 261-268. https://doi.org/
10.1016/j.neuroimage.2007.07.061

Munafo, M. R., Nosek, B. A., Bishop, D. V. M., Button, K. S,
Chambers, C. D., Percie du Sert, N., Simonsohn, U.,
Wagenmakers, E.-J., Ware, J. J., & Ioannidis, J. P. A. (2017). A
manifesto for reproducible science. Nature Human Behaviour,
1(1), 1-9. https://doi.org/10.1038/s41562-016-0021

Nadal, M., Munar, E., Marty, G., & Cela-Conde, C. J. (2010). Visual
complexity and beauty appreciation: Explaining the diver-
gence of results. Empirical Studies of the Arts, 28(2), 173-191.
https://doi.org/10.2190/EM.28.2.d

Nieto-Castafién, A., & Fedorenko, E. (2012). Subject-specific func-
tional localizers increase sensitivity and functional resolution
of multi-subject analyses. NeuroImage, 63(3), 1646-1669.
https://doi.org/10.1016/j.neuroimage.2012.06.065

Norman, K. A., Polyn, S. M., Detre, G. J., & Haxby, J. V. (2006).
Beyond mind-reading: Multi-voxel pattern analysis of fMRI
data. Trends in Cognitive Sciences, 10, 424-430. https://doi.org/
10.1016/j.tics.2006.07.005

Open Science Collaboration. (2015). Estimating the reproducibility
of psychological science. Science, 349, 6251. https://doi.org/10.
1126/science.aac4716

O’Reilly, J. X., Woolrich, M. W., Behrens, T. E. J., Smith, S. M., &
Johansen-Berg, H. (2012). Tools of the trade: Psychophysiolog-
ical interactions and functional connectivity. Social Cognitive
and Affective Neuroscience, 7(5), 604-609. https://doi.org/10.
1093/scan/nss055

Osaka, N., Matsuyoshi, D., Ikeda, T., & Osaka, M. (2010). Implied
motion because of instability in Hokusai manga activates the


https://doi.org/10.5281/zenodo.1308151
https://doi.org/10.5281/zenodo.1308151
http://www.jstor.org/stable/20715435
http://www.jstor.org/stable/20715435
https://doi.org/10.1163/156856807782758395
https://doi.org/10.1016/j.neubiorev.2015.12.005
https://doi.org/10.1016/j.neubiorev.2015.12.005
https://doi.org/10.1162/jocn_a_00651
https://doi.org/10.1162/jocn_a_00651
https://doi.org/10.1016/j.conb.2015.12.007
https://doi.org/10.1162/08989290051137594
https://doi.org/10.1162/08989290051137594
https://doi.org/10.3389/neuro.01.035.2009
https://doi.org/10.3389/neuro.01.035.2009
https://doi.org/10.1038/nn.2303
https://doi.org/10.3758/s13423-016-1221-4
https://doi.org/10.3758/s13423-016-1221-4
https://doi.org/10.5281/zenodo.4302550
https://doi.org/10.5281/zenodo.4302550
https://doi.org/10.1093/cercor/bhn006
https://doi.org/10.1080/02699931.2013.870132
https://doi.org/10.1080/02699931.2013.870132
https://doi.org/10.1111/oik.05985
https://doi.org/10.1093/cercor/10.9.873
https://doi.org/10.1093/cercor/10.9.873
https://doi.org/10.1093/scan/nsp052
https://doi.org/10.1093/scan/nsp052
https://doi.org/10.1162/089892906775783732
https://doi.org/10.1371/journal.pone.0037285
https://doi.org/10.3389/fnhum.2016.00201
https://doi.org/10.1523/jneurosci.03-12-02563.1983
https://doi.org/10.1523/jneurosci.03-12-02563.1983
https://doi.org/10.1016/j.neuroimage.2012.03.068
https://doi.org/10.1016/j.neuroimage.2012.03.068
https://doi.org/10.1016/j.neuroimage.2007.07.061
https://doi.org/10.1016/j.neuroimage.2007.07.061
https://doi.org/10.1038/s41562-016-0021
https://doi.org/10.2190/EM.28.2.d
https://doi.org/10.1016/j.neuroimage.2012.06.065
https://doi.org/10.1016/j.tics.2006.07.005
https://doi.org/10.1016/j.tics.2006.07.005
https://doi.org/10.1126/science.aac4716
https://doi.org/10.1126/science.aac4716
https://doi.org/10.1093/scan/nss055
https://doi.org/10.1093/scan/nss055

s IwiLey N

BARA ET AL.

human motion-sensitive extrastriate visual cortex: An fMRI
study of the impact of visual art. Neuroreport, 21(4), 264-267.
https://doi.org/10.1097/WNR.0b013e328335b371

Palmer, S. E., & Schloss, K. B. (2010). An ecological valence theory
of human color preference. Proceedings of the National Acad-
emy of Sciences of the United States of America, 107(19),
8877-8882. https://doi.org/10.1073/pnas.0906172107

Park, H.-J., & Friston, K. (2013). Structural and functional brain
networks: From connections to cognition. Science, 342,
1238411. https://doi.org/10.1126/science.1238411

Pearce, M. T., Zaidel, D. W., Vartanian, O., Skov, M., Leder, H.,
Chatterjee, A., & Nadal, M. (2016). Neuroaesthetics: The cog-
nitive neuroscience of aesthetic experience. Perspectives on Psy-
chological Science, 11(2), 265-279. https://doi.org/10.1177/
1745691615621274

Peelen, M. V., Wiggett, A. J., & Downing, P. E. (2006). Patterns of
fMRI activity dissociate overlapping functional brain areas that
respond to biological motion. Neuron, 49(6), 815-822. https://
doi.org/10.1016/j.neuron.2006.02.004

Pelli, D. G. (1997). The VideoToolbox software for visual psycho-
physics: Transforming numbers into movies. Spatial Vision,
10(4), 437-442. https://doi.org/10.1163/156856897X00366

Poldrack, R. A. (2006). Can cognitive processes be inferred from
neuroimaging data? Trends in Cognitive Sciences, 10(2), 59-63.
https://doi.org/10.1016/j.tics.2005.12.004

R Core Team. (2020). R: A language and environment for statistical
computing. R Foundation for Statistical Computing, Vienna,
Austria. https://www.R-project.org/

Ramsey, R. (2018). Neural integration in body perception. Journal
of Cognitive Neuroscience, 30(10), 1442-1451. https://doi.org/
10.1162/jocn_a_01299

Ramsey, R. (2020). Advocating for the credibility revolution. Cogni-
tive Psychology Bulletin, 5, 69-72.

Ramsey, R., van Schie, H. T., & Cross, E. S. (2011). No two are the
same: Body shape is part of identifying others. Cognitive Neu-
roscience, 2, 207-208. https://doi.org/10.1080/17588928.2011.
604721

Sachs, M. E,, Ellis, R. J., Schlaug, G., & Loui, P. (2016). Brain con-
nectivity reflects human aesthetic responses to music. Social
Cognitive and Affective Neuroscience, 11(6), 884-891. https://
doi.org/10.1093/scan/nsw009

Senior, C., Barnes, J., Giampietroc, V., Simmons, A,
Bullmore, E. T., Brammer, M., & David, A. S. (2000). The func-
tional neuroanatomy of implicit-motion perception or ‘repre-
sentational momentum’. Current Biology, 10(1), 16-22. https://
doi.org/10.1016/S0960-9822(99)00259-6

Silveira, S., Fehse, K., Vedder, A., Elvers, K., & Hennig-Fast, K.
(2015). Is it the picture or is it the frame? An fmri study on
the neurobiology of framing effects. Frontiers in Human
Neuroscience, 9, 528-535. https://doi.org/10.3389/fnhum.2015.
00528

Simmons, J. P., Nelson, L. D., & Simonsohn, U. (2011). False-
positive psychology: Undisclosed flexibility in data collection
and analysis allows presenting anything as significant. Psycho-
logical Science, 22(11), 1359-1366. https://doi.org/10.1177/
0956797611417632

Spunt, R. P., & Lieberman, M. D. (2012). Dissociating modality-
specific and supramodal neural systems for action

understanding. Journal of Neuroscience, 32(10), 3575-3583.
https://doi.org/10.1523/INEUROSCI.5715-11.2012

Stoet, G. (2010). PsyToolkit: A software package for programming
psychological experiments using Linux. Behavior Research
Methods, 42(4), 1096-1104. https://doi.org/10.3758/BRM.42.4.
1096

Stoet, G. (2017). PsyToolkit. Teaching of Psychology, 44(1), 24-31.
https://doi.org/10.1177/0098628316677643

Szucs, D., & Ioannidis, J. P. (2020). Sample size evolution in neuro-
imaging research: An evaluation of highly-cited studies (1990-
2012) and of latest practices (2017-2018) in high-impact
journals. NeuroImage, 221, 117164. https://doi.org/10.1016/j.
neuroimage.2020.117164

Thakral, P. P., Moo, L. R., & Slotnick, S. D. (2012). A neural mecha-
nism for aesthetic experience. Neuroreport, 23(5), 310-313.
https://doi.org/10.1097/WNR.0b013e328351759f

Turner, B. O., Paul, E. J., Miller, M. B., & Barbey, A. K. (2018).
Small sample sizes reduce the replicability of task-based fMRI
studies. Communications Biology, 1(1), 62. https://doi.org/10.
1038/s42003-018-0073-z

Van Geert, E., & Wagemans, J. (2019). Order, complexity, and
aesthetic appreciation. Psychology of Aesthetics, Creativity,
and the Arts, 14(2), 135-154. https://doi.org/10.1037/
aca0000224

Vartanian, O., & Goel, V. (2004). Neuroanatomical correlates of aes-
thetic preference for paintings. Neuroreport, 15(5), 893-897.
https://doi.org/10.1097/00001756-200404090-00032

Vartanian, O., Navarrete, G., Chatterjee, A., Fich, L. B., Leder, H.,
Modrono, C., Nadal, M., Rostrup, N., & Skov, M. (2013).
Impact of contour on aesthetic judgments and approach-
avoidance decisions in architecture. Proceedings of the
National Academy of Sciences of the United States of
America, 110(2), 10446-10453. https://doi.org/10.1073/pnas.
1301227110

Vazire, S. (2018). Implications of the credibility revolution for
productivity, creativity, and Progress. Perspectives on Psycho-
logical ~Science, 13(4), 411-417. https://doi.org/10.1177/
1745691617751884

Vehtari, A., Gelman, A., & Gabry, J. (2017). Practical Bayesian
model evaluation using leave-one-out cross-validation and
WAIC. Statistics and Computing, 27(5), 1413-1432. https://doi.
0rg/10.1007/s11222-016-9696-4

Wickham, H., & Grolemund, G. (2016). R for data science: Import,
tidy, transform, visualize, and model data. O’Reilly Media.

Willems, R. M., Peelen, M. V., & Hagoort, P. (2010). Cerebral later-
alization of face-selective and body-selective visual areas
depends on handedness. Cerebral Cortex, 20(7), 1719-1725.
https://doi.org/10.1093/cercor/bhp234

Wolfflin, H. (1942/2012). Principles of art
Publication.

Yarkoni, T. (2020). The generalizability crisis. Behavioral and Brain
Sciences, 43, 1-37. https://doi.org/10.1017/S0140525X20001685

Zeki, S. M. (1974). Functional organization of a visual area in the
posterior bank of the superior temporal sulcus of the rhesus
monkey. The Journal of Physiology, 236(3), 549-573. https://
doi.org/10.1113/jphysiol.1974.sp010452

Zhang, W., He, X,, Lai, S., Wan, J., Lai, S., Zhao, X., & Li, D. (2017).
Neural substrates of embodied natural beauty and social

history. Dover


https://doi.org/10.1097/WNR.0b013e328335b371
https://doi.org/10.1073/pnas.0906172107
https://doi.org/10.1126/science.1238411
https://doi.org/10.1177/1745691615621274
https://doi.org/10.1177/1745691615621274
https://doi.org/10.1016/j.neuron.2006.02.004
https://doi.org/10.1016/j.neuron.2006.02.004
https://doi.org/10.1163/156856897X00366
https://doi.org/10.1016/j.tics.2005.12.004
https://www.R-project.org/
https://doi.org/10.1162/jocn_a_01299
https://doi.org/10.1162/jocn_a_01299
https://doi.org/10.1080/17588928.2011.604721
https://doi.org/10.1080/17588928.2011.604721
https://doi.org/10.1093/scan/nsw009
https://doi.org/10.1093/scan/nsw009
https://doi.org/10.1016/S0960-9822(99)00259-6
https://doi.org/10.1016/S0960-9822(99)00259-6
https://doi.org/10.3389/fnhum.2015.00528
https://doi.org/10.3389/fnhum.2015.00528
https://doi.org/10.1177/0956797611417632
https://doi.org/10.1177/0956797611417632
https://doi.org/10.1523/JNEUROSCI.5715-11.2012
https://doi.org/10.3758/BRM.42.4.1096
https://doi.org/10.3758/BRM.42.4.1096
https://doi.org/10.1177/0098628316677643
https://doi.org/10.1016/j.neuroimage.2020.117164
https://doi.org/10.1016/j.neuroimage.2020.117164
https://doi.org/10.1097/WNR.0b013e328351759f
https://doi.org/10.1038/s42003-018-0073-z
https://doi.org/10.1038/s42003-018-0073-z
https://doi.org/10.1037/aca0000224
https://doi.org/10.1037/aca0000224
https://doi.org/10.1097/00001756-200404090-00032
https://doi.org/10.1073/pnas.1301227110
https://doi.org/10.1073/pnas.1301227110
https://doi.org/10.1177/1745691617751884
https://doi.org/10.1177/1745691617751884
https://doi.org/10.1007/s11222-016-9696-4
https://doi.org/10.1007/s11222-016-9696-4
https://doi.org/10.1093/cercor/bhp234
https://doi.org/10.1017/S0140525X20001685
https://doi.org/10.1113/jphysiol.1974.sp010452
https://doi.org/10.1113/jphysiol.1974.sp010452

o T Wiy

endowed beauty: An fMRI study. Scientific Reports, 7(1), 7125.

https://doi.org/10.1038/s41598-017-07608-8 How to cite this article: Bara, 1., Darda, K. M.,
Zimmermann, M., Mars, R. B.,, de Lange, F. P., Toni, I, & Kurz, A. S., & Ramsey, R (2021) Functional

Verhagen, L. (2018). Is the extrastriate body area part of the [ . . . .
gen (2018) ; Y P . specificity and neural integration in the aesthetic
dorsal visuomotor stream? Brain Structure and Function,

223(1), 31-46. https://doi.org/10.1007/s00429-017-1469-0 appreciation of artworks with implied motion.
European Journal of Neuroscience, 1-29. https://

Additional supporting information may be found in the
online version of the article at the publisher’s website.


https://doi.org/10.1038/s41598-017-07608-8
https://doi.org/10.1007/s00429-017-1469-0
https://doi.org/10.1111/ejn.15479
https://doi.org/10.1111/ejn.15479

	Functional specificity and neural integration in the aesthetic appreciation of artworks with implied motion
	1  INTRODUCTION
	2  EXPERIMENT 1
	2.1  Introduction
	2.2  Materials and methods
	2.2.1  Participants
	2.2.2  Preregistration
	2.2.3  Open data and analysis statement
	2.2.4  General analytical strategy
	2.2.5  Stimuli
	2.2.6  Task and procedure
	2.2.7  Data analysis

	2.3  Results
	2.3.1  Multivariate model results
	2.3.2  Univariate model results

	2.4  Discussion

	3  EXPERIMENT 2
	3.1  Introduction
	3.2  Materials and methods
	3.2.1  Participants
	3.2.2  Stimuli
	3.2.3  Design
	3.2.4  Procedure
	3.2.5  Functional localisers
	3.2.5  MT motion Localiser
	3.2.5  EBA Localiser
	3.2.5  Reward network localiser

	3.2.6  Main experimental tasks
	3.2.7  Data acquisition
	3.2.8  Behavioural data analysis
	3.2.9  MRI data preprocessing and analyses
	3.2.10  Psychophysiological interaction analysis

	3.3  Results
	3.3.1  Behavioural results

	3.4  fMRI results
	3.4.1  Univariate fROI results
	3.4.2  Univariate whole-brain analyses
	3.4.3  Psychophysiological interaction analyses


	4  GENERAL DISCUSSION
	ACKNOWLEDGEMENTS
	  CONFLICT OF INTEREST
	  AUTHOR CONTRIBUTIONS
	  PEER REVIEW
	  DATA AVAILABILITY STATEMENT

	REFERENCES


